Enhancement of Crossing Elongated Structures in Images
The cover has been designed by Erik Franken and Nicole Testerink.

The work described in this thesis was financially supported by the Dutch BSIK program entitled Molecular Imaging of Ischemic heart disease (project number BSIK 03033).

Financial support for the publication of this thesis was kindly provided by the Advanced School for Computing and Imaging (ASCI), and the Technische Universiteit Eindhoven.

This work was carried out in the ASCI graduate school. ASCI dissertation series number 168.

This thesis was typeset by the author using \LaTeX.  
Printed by PrintPartners Ipskamp, Enschede, the Netherlands.

A catalogue record is available from the Eindhoven University of Technology Library.
ISBN: 978-90-386-1456-4

Copyright © 2008 E.M. Franken, Eindhoven, The Netherlands, unless stated otherwise on chapter front pages, all rights are reserved. No part of this publication may be reproduced by print, photocopy or any other means without the permission of the copyright owner.
Enhancement of Crossing
Elongated Structures in Images

PROEFSCHRIFT

ter verkrijging van de graad van doctor aan de
Technische Universiteit Eindhoven, op gezag van de
Rector Magnificus, prof.dr.ir. C.J. van Duijn, voor een
commissie aangewezen door het College voor
Promoties in het openbaar te verdedigen
op maandag 1 december 2008 om 16.00 uur

door

Erik Michiel Franken

geboren te Roosendaal en Nispen
Dit proefschrift is goedgekeurd door de promotor:

prof.dr.ir. B.M. ter Haar Romeny

Copromotor:

dr.ir. R. Duits
Contents

1 Introduction .................................................. 1
   1.1 Background ............................................. 2
   1.2 Project Goal ............................................ 3
   1.3 Approach ............................................... 5
      1.3.1 Orientation Scores ................................ 7
      1.3.2 Invertible Orientation Score Transformations .... 7
      1.3.3 Group Theoretical Approach ....................... 8
      1.3.4 Applicability ....................................... 10
   1.4 Structure of this Thesis ............................... 11

2 Orientation Scores ......................................... 13
   2.1 Introduction ........................................... 14
   2.2 Euclidean Invariant Image Processing Operations .... 14
   2.3 Image Processing via Orientation Scores ............... 15
   2.4 Invertible Orientation Scores ........................ 17
      2.4.1 Design of an Invertible Orientation Score Transformation ... 19
   2.5 Basics of Group Theory ................................ 23
      2.5.1 Definition of a Group .............................. 24
      2.5.2 Lie Groups and Lie Algebras ...................... 24
   2.6 The 2D Euclidean Motion Group ........................ 25
      2.6.1 Group Properties .................................. 26
      2.6.2 Representations .................................... 27
      2.6.3 Corresponding Matrix Lie Algebra and Group .... 27
   2.7 Operations on Orientation Scores ....................... 28
      2.7.1 Operations Should be Left-Invariant ............. 28
      2.7.2 Operations Should not be Right-Invariant ....... 28
      2.7.3 Left-Invariant Linear Operations are Group Convolutions .... 29
   2.8 Differential Geometry in Orientation Scores .......... 31
      2.8.1 Left-invariant Tangent Vectors and Vector Fields .. 31
      2.8.2 Left-invariant Differential Operators .......... 33
      2.8.3 Tangent Spaces and Dual Tangent Spaces ......... 35
      2.8.4 Definition of an Inner Product and Norm ......... 36
      2.8.5 Horizontality ...................................... 37
      2.8.6 Exponential Curves ................................ 38
      2.8.7 Curvature and Deviation from Horizontality ...... 39
   2.9 Left-invariant Evolution Equations on $SE(2)$ .......... 40
      2.9.1 The Diffusion Equation on $SE(2)$ ............... 41
         2.9.1.1 Special Case: $\mu$-Isotropic Diffusion .... 42
         2.9.1.2 Special Case: Anisotropic Diffusion Tangent to Exponential Curves ... 43
      2.9.1.3 Does Diffusion on $SE(2)$ Constitute a Scale Space? 43
2.9.2 Convection-Diffusion Equations on $SE(2)$ .......................... 46
2.9.2.1 Special Case: Stochastic Completion Kernels .................. 46

3 Steerable $SE(2)$-Convolution ........................................... 49
3.1 Introduction ............................................................ 50
3.2 Definition of Transforms ............................................. 50
3.2.1 Fourier Transforms and Series .................................. 51
3.2.2 The Hankel Transform ............................................ 52
3.3 The $SE(2)$-Convolution ............................................... 52
3.3.1 Properties of the $SE(2)$-Convolution ............................. 53
3.3.2 $SE(2)$-Convolution versus $SE(2)$-Correlation .................. 54
3.3.3 Implementation of $SE(2)$-Convolution ............................ 55
3.4 Steerable Filters ....................................................... 58
3.4.1 Steerability .......................................................... 58
3.4.2 Irreducible Representations ....................................... 59
3.5 Orientation Scores and Steerability .................................. 61
3.5.1 Steerable $SE(2)$-Convolution .................................... 61
3.5.2 Implementation of Steerable $SE(2)$-Convolution ............... 65
3.5.3 Considerations on Sampling the Orientation Dimension ........ 66
3.5.3.1 Sampling Theorem on Orientation Score Construction Kernels .......... 67
3.5.3.2 Sampling Theorem on $SE(2)$-Kernels ......................... 67
3.6 Steerable $SE(2)$-Convolution and the Fourier Transform on $SE(2)$ 68
3.6.1 The Fourier Transform on $SE(2)$ ................................. 68
3.6.2 Implementation of a Fast $SE(2)$-Fourier Transform .......... 70
3.6.3 $SE(2)$-Convolution Implementation using Fast $SE(2)$-Fourier Transforms .................................................. 71
3.6.4 From $SE(2)$-Fourier to Steerable $SE(2)$-Convolution .......... 72
3.7 Special Cases of $SE(2)$-convolution .................................. 73
3.7.1 $\pi$-Periodic Orientation Scores .................................. 73
3.7.2 Real-valued Orientation Scores and $SE(2)$-Kernels ............ 74
3.7.3 Orientation Scores Obtained by Lifting ............................ 74
3.7.4 Separable $SE(2)$-Kernels ......................................... 75
3.8 Stochastic Completion Fields .......................................... 76
3.8.1 Curvature-Adaptive Stochastic Completion Fields .............. 79
3.9 Orientation Channel Smoothing ....................................... 79
3.10 Conclusions ........................................................... 81

4 Tensor-Valued Images and Tensor Voting .................................. 85
4.1 Introduction .................................................................. 86
4.2 Convolutions on 2-Tensor Fields ..................................... 86
4.2.1 Basic Definition of 2-Tensors ..................................... 86
4.2.2 Rotation of 2-Tensors .............................................. 87
4.2.3 The Convolution ...................................................... 88
4.2.4 Semi-Positive Definite Tensors .................................... 88
4.3 Tensor Voting ......................................................... 89
  4.3.1 The Tensor Voting Operation ................................. 89
  4.3.2 Voting Fields .................................................. 92
  4.3.3 Connection with Orientation Scores ......................... 95
  4.3.4 Steerable Tensor Voting ...................................... 96
    4.3.4.1 Example Steerable Voting Field ......................... 97
  4.3.5 First Order Voting and Higher Orientation-Angular Frequencies ........................................ 99
4.4 Relation to the Structure Tensor .................................. 101
4.5 Medical Application: EP Catheter Extraction with Tensor Voting .......... 102
  4.5.1 Local Feature Detection ....................................... 105
  4.5.2 Contextual Enhancement by Steerable Tensor Voting .............. 105
  4.5.3 High-Level Extraction of the EP Catheters ..................... 107
  4.5.4 Results .......................................................... 108
  4.5.5 Discussion ...................................................... 109
4.6 Conclusions .......................................................... 110
5 Regularized Derivatives and Local Features .......................... 111
  5.1 Introduction ................................................................ 112
  5.1.1 Related Work ..................................................... 112
  5.2 Regularized Derivatives in Orientation Scores ...................... 113
    5.2.1 General Regularized Derivatives in Orientation Scores ....... 114
    5.2.2 Gaussian Derivatives in Orientation Scores .................. 116
  5.3 Tangent Vector Estimation .......................................... 117
    5.3.1 Enforcing Horizontality ........................................ 120
    5.3.2 Structure Tensor Approach ..................................... 121
  5.4 Orientation Confidence ............................................. 122
  5.5 Results .................................................................... 122
    5.5.1 Hessian versus Structure Tensor ................................. 124
    5.5.2 Effect of Enforcing Deviation from Horizontality .............. 126
    5.5.3 Estimation of Deviation from Horizontality .................... 126
    5.5.4 Handling Crossing Curves ........................................ 129
  5.6 Conclusions ................................................................ 129
6 Nonlinear Coherence-Enhancing Diffusion on Orientation Scores ...... 133
  6.1 Introduction ........................................................... 134
  6.1.1 Related work ....................................................... 134
  6.2 Requirements on Coherence-Enhancing Diffusion via Orientation Scores .............................................. 137
  6.3 Gauge Frame Interpretation of Anisotropic Diffusion in $SE(2)$ ......... 139
  6.4 Numerical Schemes for Nonlinear Diffusion ......................... 141
    6.4.1 Simple Explicit Finite Difference Scheme ..................... 141
      6.4.1.1 Stability Analysis ........................................... 143
    6.4.2 Left-Invariant Explicit Scheme with Spline Interpolation ....... 144
      6.4.2.1 Stability Analysis ........................................... 145
6.5 Results ........................................................................... 147
6.6 Conclusions .................................................................... 153

7 3D Orientation Scores ....................................................... 155

7.1 Introduction .................................................................... 156
7.2 Relation with DTI and HARDI ........................................ 157
7.3 The Rotation Group $SO(3)$ .............................................. 160
  7.3.1 Parametrization of $SO(3)$ .......................................... 160
  7.3.2 The Left Coset Space $SO(3)/SO(2)$ .......................... 161
  7.3.3 Functions on $SO(3)$ and $S^2$ ................................. 162
  7.3.4 Convolution on $SO(3)$ and $S^2$ ......................... 163
  7.3.5 The Spherical Harmonic Transform .......................... 164
    7.3.5.1 Spherical Harmonic Transform on 2-Tensors ....... 165
7.4 The 3D Euclidean Motion Group $SE(3)$ .......................... 166
  7.4.1 Representations ....................................................... 166
  7.4.2 Matrix Lie Algebra and Group ................................. 167
  7.4.3 Left- and Right-Invariances .................................... 167
  7.4.4 Functions on $SE(3)$ and $\mathbb{R}^3 \rtimes S^2$ ............. 169
  7.4.5 $SE(3)$-Convolutions .............................................. 169
  7.4.6 Obtaining $SE(3)$-Kernels from $SE(2)$-Kernels ......... 171
7.5 Differential Geometry on $SE(3)$ ..................................... 171
  7.5.1 Left-Invariant Vector Fields in $SE(3)$ ...................... 172
  7.5.2 Left-invariant Derivatives and $\alpha$-Right-Invariance .... 174
  7.5.3 Inner Product and Norm ......................................... 175
  7.5.4 Exponential Curves .................................................. 175
  7.5.5 Curvature and Torsion ............................................. 177
  7.5.6 Deviation from Horizontality ................................... 178
7.6 Feature Estimation on 3D Orientation Scores ..................... 178
  7.6.1 The Hessian .......................................................... 178
  7.6.2 Tangent Vector Estimation ....................................... 179
7.7 Diffusion on 3D Orientation Scores ................................ 180
  7.7.1 Diffusion on the Sphere .......................................... 180
  7.7.2 Diffusion on $SE(3)$ ................................................ 181
  7.7.3 Diffusion on $\mathbb{R}^3 \rtimes S^2$ .................................. 182
    7.7.3.1 Linear and Constant Diffusions ....................... 183
    7.7.3.2 Adaptive Diffusions ....................................... 183
7.8 Implementations for 3D Orientation Scores ....................... 184
  7.8.1 Sampling $S^2$ using Platonic solids ......................... 185
    7.8.1.1 Uniformity of a Spherical Sampling .................... 187
  7.8.2 Implementation of the Spherical Harmonic Transform .... 188
  7.8.3 Implementation of $SE(3)$-Convolutions .................... 190
  7.8.4 Implementation of Left-Invariant Derivatives .............. 191
  7.8.5 Numerical Schemes for Diffusion on 3D Orientation Scores . 192
    7.8.5.1 Linear Diffusion ........................................... 192
    7.8.5.2 Nonlinear Diffusion ...................................... 193
8 MathVisionC++: a Library for Mathematical Image Processing 197

8.1 Introduction 198

8.1.1 Mathematica and MathVisionTools 198
8.1.2 Motivation for the Development of MathVisionC++ 199
8.1.3 Advantages of using C++ 200
8.1.4 Other Image Processing Libraries 201

8.2 Library Functionality 203
8.3 Library Design 204

8.3.1 Basic Data Types 205
8.3.2 Algorithms 206
8.3.3 Functional Programming 207
8.3.4 Dependencies on Other Libraries and Tools 208

8.4 Example Algorithm Design: FIR Filters 208

8.4.1 Usage Examples 210
8.4.2 Implementational Details

8.4.2.1 Filter Method and Algebra 212
8.4.2.2 Determining the Output Type 214
8.4.2.3 Fourier Spectrum Multiplication and Complex Numbers 215

8.5 The Mathlink interface 216

8.5.1 Caching Mechanism 216
8.5.2 A Mathlink C++ class 220

8.6 Examples 221

8.6.1 Gradient Magnitude of a 3D Image 221
8.6.2 Gaussian Derivative-at 222
8.6.3 Interpolation 222

8.7 Conclusions 223

9 Summary and Future Research 225

9.1 Summary 226
9.2 Future Research 228

Bibliography 231

Samenvatting (Summary in Dutch) 241

Dankwoord 245

Curriculum Vitae 247

Publications 249
I have only made this letter rather long because I have not had time to make it shorter.

Blaise Pascal (1623–1662)
1.1 Background

Many fibrous and line-like structures occur in the human body, such as white matter in the brain, muscle and collagen fibres, and blood vessels. Analysis of the properties of these structures is often relevant to make a diagnosis or to answer biomedical research questions. For this purpose, many different biomedical imaging techniques exist to acquire images of these structures.

One of these techniques is **diffusion tensor imaging** (DTI) [102] [9] [10]. DTI is a relatively modern magnetic resonance imaging (MRI) technique for measuring apparent water diffusion processes in fibrous tissue. It is based on the assumption of Brownian motion of water molecules, which is expected to be larger in the direction of fibres. In this way one can for instance measure and visualize white matter tracts in the brain [142], as seen in Figure 1.1(a), which is useful e.g. for preparing brain tumor removal operations. If one knows the positions of the neural fibers, these operations can be performed with minimal damage of neural connections in the brain. The DTI technique is also useful for visualization of muscle structure, especially to visualize the myocardial structure [110], see Figure 1.1(b). Deviations from the expected helical pattern of the myocardium are indications for e.g. heart infarction areas.

Another technique is **microscopy**, which allows to visualize various fibrous structures at a totally different level of scale. This imaging modality is especially relevant in biomedical research. For example, one can acquire microscopic images of sarcomeres [124], which are the basic structures of myofibrils that make up the muscle fibres, see Figure 1.2(a). The overlapping area of two fibres can be seen as a darker band in the image. The regularity of the spacing is a marker for local inhomogeneities in contraction, which can be caused by metabolic deviations such as diabetes. Figures 1.2(b), 1.2(c), and 1.2(d) show other examples of fibrous structures that can be acquired using microscopy techniques.

A third technique is **X-ray fluoroscopy**, a real-time X-ray technique that is used during catheterization procedures. The noisy X-ray fluoroscopy images are necessary to navigate catheters through the body. Figure 1.2(e) shows an example with electrophysiology catheters. These catheters are used to treat patients with heart rhythm disorders. The catheters contain special electrode tips that can be used to acquire internal electrocardiograms and to ablate the spot that causes the cardiac arrhythmias [84]. To assist the medical specialist it is relevant to know the exact positions of the catheters as well as the positions of the electrode tips.

Another example with more line-like rather than fibrous structures are photographs of vessels in the retina, see Figure 1.2(f). It is of interest to segment the vessels, since such segmentation can aid in the screening of diabetic retinopathy, which is a common cause of visual impairment.
Figure 1.1: Example DTI images containing elongated structures. The visualized fibers are obtained using a fibre tracking algorithm on the DTI data. The left image (a) shows white matter tracts in the brain. The right image (b) shows the myocardial fiber structure. Both images have been generating using the DTI tool [32]. Image (a) taken from [11], image (b) provided by Tim Peeters (Technische Universiteit Eindhoven).

1.2 Project Goal

The large number of (bio)medical questions related to images with fibrous and line-like structures suggests the need for automatic processing and analysis of images containing such elongated structures. Specifically, it is important to be able to enhance these elongated structures and to detect them. The acquired (bio)medical images are generally noisy and sometimes the elongated structures are hardly visible. Therefore, enhancement aims at processing the image in order to increase the visibility of the elongated structures. Detection of elongated structures implies that one tries to find the locations of the elongated structures, resulting for instance in a list of coordinates describing the positions of the elongated structures.

In this thesis we will develop a generic framework for processing and analyzing images containing elongated structures. We will focus on generic methods for the enhancement. We will only briefly touch upon the detection of elongated structures. We do, however, consider the enhancement of elongated structures an important preprocessing step for subsequent detection of elongated structures, since detection on an enhanced image is often more robust. This implies that relatively simple methods, such as local maxima detection, might already lead to satisfactory results after an enhancement algorithm is applied to the image.

Enhancement and detection of elongated structures is not new. A tremendous
Figure 1.2: Examples of (bio)medical images with elongated structures. Images provided by: (a) Jasper Foolen (Technische Universiteit Eindhoven TU/e), (b) Christopher Shaw (University of Birmingham, UK), (c) Mirjam Rubbens (TU/e), (d) Nico Sommerdijk (TU/e), (e) Peter Rongen (Philips Medical Systems), (f) the DRIVE database [126].
1.3. Approach

For almost all vision tasks the performance of the human visual system is still superior compared to contemporary algorithms on computers. Therefore, it makes

amount of methods exist for this purpose, all with their own strengths and weaknesses. However, for most methods it is problematic to handle elongated structures that cross each other in the image, since it is usually assumed that at any position in the image there is either no elongated structure or a single elongated structure. This results in enhancement artefacts or detection errors at crossings. A detailed investigation of the images in Figure 1.2 reveals that elongated structures cross each other frequently, suggesting that appropriate handling of crossings is relevant. Therefore, in this thesis we focus on the development of generically applicable methods for enhancement of elongated structures that can deal with crossings.

1.3 Approach

For almost all vision tasks the performance of the human visual system is still superior compared to contemporary algorithms on computers. Therefore, it makes
Figure 1.4: Illustration of orientation score construction of an image containing a single circle. Since the orientation changes linearly as one “travels” over the circle, the resulting response in the three-dimensional orientation score is confined to a spiral. The spirals in this illustration can be seen as iso-surfaces of the orientation score constructed from the circle image. Note that the orientation dimension (displayed vertically) is in fact $2\pi$-periodic.

sense to ask the questions: how do the “algorithms” in the biological visual system work? And can we imitate this by computer algorithms?

The biological visual system has been extensively investigated in various mammalian species, [72, 83]. Experiments revealed that in the primary visual cortex, which is an important area in the brain for processing visual information, many neurons excite a response to elongated structures in the field of view that have a specific orientation. Furthermore, it has been found that these orientation selective cells have connections with neighboring cells with approximately the same orientation [14]. This neighborhood covers a fairly large part of the primary visual cortex, as shown in Figure 1.3. The communication between these orientation-selective cells over a large spatial distance is probably an important mechanism for the perception of elongated structures.

The primary visual cortex in fact “transforms” the perceived image, which can be seen as a map of luminance values for each spatial position $(x, y)$, to a three-dimensional representation, i.e. a map of orientation confidences for each position and orientation $(x, y, \theta)$. This redundant representation of the image simplifies subsequent analysis in higher visual cortical regions. One of the main advantages might be that crossing structures are being separated, since at a crossing their orientations are different.
1.3. Approach

1.3.1 Orientation Scores

The mentioned observation that the biological visual system contains many cells that are strongly orientation-selective, forms an inspiration to use a similar approach in our image processing algorithms. We will use the term 2D orientation score to refer to any object that maps 2D positions and orientation angles \((x, y, \theta)\) to scalar numbers. An intuition of the relation between an elongated structure in a 2D image and the corresponding elongated structure in an orientation score is given by Figure 1.4 and Figure 1.5. We clearly observe that the oriented structures in the images are separated depending on their local orientation.

The biological visual system only analyzes two-dimensional images. Depth perception is accomplished by combining the 2D images acquired by the two eyes and is therefore not truly 3D. In many medical images, however, we have three-dimensional volume data. Therefore, we also need to consider 3D orientation scores, which map 3D positions and orientation angles \((x, y, z, \beta, \gamma)\) to scalar numbers. To make it easier to grasp the concepts and to implement the algorithms, we start with 2D orientation scores. Afterwards, we are able to map many concepts to 3D orientation scores.

The concept of orientation scores appears frequently in literature related to image analysis, where often different terms are used for almost the same concepts: e.g. orientation space, orientation channels, and orientation bundle. In this thesis, we will confine ourselves to the term “orientation score”. Orientation scores first have occurred in the field of perceptual grouping and biomimicking of the biological visual system [143, 69, 103, 151, 155]. The concept is also applied for segmenting crossing structures [21, 7, 137, 117] and estimating local orientation [45].

1.3.2 Invertible Orientation Score Transformations

We will see in this thesis that some imaging modalities directly provide us with an orientation score representation, specifically diffusion tensor imaging, cf. Figure 1.1, and derived methods such as high angular resolution diffusion imaging (HARDI) methods. On the other hand, many other imaging modalities, such as microscopy and X-ray, just render an ordinary 2D or 3D image. In that case, we need an invertible transformation to convert such image to an orientation score and vice versa.

Many known image processing algorithms are based on the use of invertible transformations. The idea of such approach is that it simplifies processing of a certain feature of interest in the transformed domain. For example, the Fourier transform makes it easy to manipulate global frequencies in the image, which is applicable for example to determine a certain periodicity in the image. Analogously, the Gabor transform [62] makes it possible to manipulate local frequencies, and wavelet
Figure 1.5: Illustration of orientation score construction from an image with crossing lines. Since the lines have different orientations (in this case $\frac{\pi}{10}$, $\frac{\pi}{2}$, and $\frac{3\pi}{4}$), they appear in the orientation score at different positions in the orientation dimension and are therefore torn apart.

transforms [93] allow to manipulate features at different scales. The idea is exactly the same for invertible orientation score transformations, where orientation is the feature of interest. We aim at the construction of operations on the orientation score domain, in order to enhance the image, allowing the following chain of operations

\[
\text{Transform image to OS} \rightarrow \text{Process OS} \rightarrow \text{Transform OS to enhanced image}.
\]

Invertible orientation score transformations were first proposed by Kalitzin et al. [81]. Duits et al. [34, 36, 33] developed a theory on the robustness of these transformations. In this thesis, we only briefly touch upon the topic of invertibility, and mainly concentrate on processing operations in the orientation score domain. The invertible orientation scores used in this thesis are based on the aforementioned work by Duits.

### 1.3.3 Group Theoretical Approach

The orientation score processing methods proposed in this thesis all follow from one important observation: images can be seen as *functions on the translation group*, while orientation scores can be seen as *functions on the Euclidean motion group*. 
1.3. Approach

(a) contour (curve) (b) line (curve) (c) oriented pattern

Figure 1.6: Illustration of the elongated structures occurring in images used throughout this thesis. Both contours (a) and lines (b) are curves, which are non-local (i.e., not restricted to a position) 1D graphics primitives. An oriented pattern (c) is a 2D primitive, in which locally the features smoothly change from edge to ridge and vice versa (i.e., the local phase varies smoothly).

group\(^1\). The Euclidean motion group is the group of all rotations and translations and is denoted by $SE(n)$, where $n$ is the dimensionality of the image. Since orientation scores are functions on $SE(n)$ we can use many results from the field of harmonic analysis on Lie groups to map many well-known image processing concepts to orientation scores. This thesis includes several examples of such mappings, like convolution, linear and nonlinear diffusion, and regularized derivatives. These mappings are not always straightforward, especially since the Euclidean motion group is a noncommutative group, i.e. the order of group transformations are applied matters. Consequently, the implementations are often more complicated.

The idea to explicitly use the properties of the Euclidean motion group for orientation score processing originates from Van Almsick [2] and Duits [34, 33]. Recently, a similar group theoretical approach was adopted by Citti and Sarti [23]. Other Lie groups are applicable as well for image processing in a similar way. For instance, Duits and Janssen [41] use the Heisenberg group for processing signals and images via the Gabor domain. Also, the Galilean group is used for optic flow estimation [43]. Group theoretical approaches are adopted as well in several other image processing methods [82, 132, 22, 63] and also in other engineering disciplines [22].

This thesis restricts to $SE(2)$ and $SE(3)$ and extends earlier work by Duits and Van Almsick. We aim at developing algorithms based on previous results, which were mainly theoretical. The theory by Duits and Van Almsick will be explained in such a way that it should be readable without much prerequisites from the fields of Lie group theory and differential geometry, and, where needed, the theory will be extended.

\(^1\)In Chapter 2 we will define groups and introduce the relevant properties.
Chapter 1. Introduction

1.3.4 Applicability

The applicability of the orientation score framework does not restrict to (bio)medical images of elongated structures with crossings cf. Figures 1.1 and 1.2. The examples we mentioned most often only contain fibrous and line-like structures, which can be roughly classified as either being lines or oriented patterns cf. Figures 1.6(b) and 1.6(c). We distinguish a third class of oriented structures, namely contours, see Figure 1.6(a). For example, contours of organs frequently appear in medical images. Our framework can handle contours in images as well. However, we focus on lines and oriented patterns in this thesis, since these structures are more difficult to analyze using common techniques, as is clarified in Figure 1.7.

Finally, we note that a crossing cf. Figure 1.8(a) is not the only type of singular point that can occur in images with many elongated structures. Figure 1.8(b)-(e) shows other types of singularities that frequently occur. Potentially, our framework can handle these other singular points as well, though they will not be our main concern.
1.4 Structure of this Thesis

The organization of this thesis is illustrated in Figure 1.9. In Chapter 2, orientation scores of 2D images will be introduced in more detail, which provides the necessary theory for the rest of the thesis. We will explain the relevant properties of the Euclidean motion group $SE(2)$, differential geometry in orientation scores, and diffusion equations on orientation scores.

In Chapter 3 the mathematics and the implementation of the $SE(2)$-convolution will be described, which is important to operationalize linear operations on orientation scores. We will derive how these convolutions can be described in terms of steerable filters, which allows for more efficient implementations. Furthermore, we will show how the steerable $SE(2)$-convolution relates to the convolution theorem and the Fourier transform on $SE(2)$.

In Chapter 4 we will use the results of Chapter 3 and show that they apply to tensor image processing. We will explain how tensor voting can be put in
the orientation score framework and derive *steerable tensor voting*, which uses a simplified steerable $SE(2)$-convolution to perform tensor voting more efficiently. This method will be applied to the detection of electrophysiology catheters in noisy X-ray fluoroscopy images.

Subsequently, Chapter 5 deals with the estimation of local features in orientation scores. These local features describe the local structure at each position in the orientation score. For this purpose, we first discuss how one can take regularized derivatives in orientation scores. This makes it possible to estimate useful local features describing the local anisotropic structure in the orientation score using well-posed derivatives.

Then, in Chapter 6 we describe a method for coherence- and edge-enhancing diffusion filtering of images *via* orientation scores, which is accomplished by a *nonlinear* diffusion equation on the orientation score. The examples will show that this method is able to enhance crossing elongated structures.

Till this point, all theory and implementations are only described for orientation scores of 2D images. In Chapter 7, we describe how all concepts map to 3D. We will show some preliminary results on 3D orientation scores.

Orientation score algorithms have severe computational demands. Although making efficient implementations is not our main aim, the right software design is important as well, to make it possible to do experiments on images with realistic dimensions within a reasonable time span. Therefore, in Chapter 8 we will describe the design of *MathVisionC++*, a library for *any*-dimensional image processing. The applicability of the library is not limited to orientation score processing. We supply implementation and usage examples, and evaluate the speed of some of the library functions.

Finally, in Chapter 9 we will summarize the thesis and discuss possible improvements for future work.
The Theory of Groups is a branch of mathematics in which one does something to something and then compares the result with the result obtained from doing the same thing to something else, or something else to the same thing.

James R. Newman (1907-1966)

Orientation Scores
2.1 Introduction

Before we turn to image processing algorithms using orientation scores in later chapters, first we describe the basic theory of orientation scores. We start with describing the important assumption of Euclidean invariance (Section 2.2) and the idea of image processing via orientation scores (Section 2.3). Then, we will introduce the theory on invertible orientation scores (Section 2.4) and explain the design of a practical invertible orientation score, which will be used in the rest of the thesis.

Subsequently, we will treat the basics of group theory and Lie groups (Section 2.5), and we will introduce the 2D Euclidean motion group (Section 2.6). This group theory provides us with essential tools to define sensible operations on orientation scores (Section 2.7). Then, we will explain the basics of differential geometry on orientation scores (Section 2.8).

Finally, we will introduce left-invariant evolution equations on orientation scores (Section 2.9). We will consider the diffusion equation on $SE(2)$, which is a useful equation for curve enhancement, and the convection-diffusion equation, which is a useful equation for curve completion.

This chapter establishes the essential theory needed in the next chapters. The theory is written in such a way that it should be understandable without too many prerequisites from the fields of Lie group theory and differential geometry. For more theoretical underpinning and mathematical details we refer to other publications [39, 40, 36, 35].

In this chapter, and also in large parts of the rest of the thesis, we will assume that images and orientation scores are continuous functions, so we silently ignore the fact that in practical implementations these are always sampled functions. The reason to do so is that it is much more convenient to think in the continuous domain and it is often straightforward to translate it to the discrete domain later on. In the parts of the thesis dealing with implementational details, however, the discrete nature of practical implementations will be made explicit.

2.2 Euclidean Invariant Image Processing Operations

Mathematically, a 2D image $f$ is a function $f : \mathbb{R}^2 \rightarrow \mathbb{R}$, which has compact support on the image domain $\Omega = [0, X] \times [0, Y]$, with image dimensions $X, Y \in \mathbb{R}^+$, and which we assume to be square integrable, i.e. $f \in L_2(\mathbb{R}^2)$. It is straightforward to develop operations on images that are translation invariant, i.e. operations that
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commute with a translation of the image, meaning that the order in which they are applied does not matter. The formal definition of translation invariance of an operator $\Upsilon : L_2(\mathbb{R}^2) \to L_2(\mathbb{R}^2)$ is as follows

$$\forall \mathbf{x} \in \mathbb{R}^2 : \ T_\mathbf{x} \circ \Upsilon = \Upsilon \circ T_\mathbf{x}, \quad (2.1)$$

where $T_\mathbf{x}$ denotes the translation operation defined by $(T_\mathbf{x} f)(y) = f(y - \mathbf{x})$ and where “$\circ$” denotes function concatenation, $a \circ b = a(b)$. For example, a convolution of an image $f$ with some filter kernel $g$,

$$(f *_{\mathbb{R}^2} g)(\mathbf{x}) = \int_{\mathbb{R}^2} f(\mathbf{x} - \mathbf{x}') g(\mathbf{x}') d\mathbf{x}', \quad (2.2)$$

always fulfills the property of translation invariance.

One can also create rotation invariant operations, meaning that the operation commutes with rotation of the image

$$\forall \theta \in \mathbb{R} : \ R_\theta \circ \Upsilon = \Upsilon \circ R_\theta,$$

with $(R_\theta f)(\mathbf{x}) = f(R_\theta^{-1} \mathbf{x})$, $R_\theta = \begin{pmatrix} \cos \theta & -\sin \theta \\ \sin \theta & \cos \theta \end{pmatrix}$. \quad (2.3)

The latter invariance is important since usually it is not desirable to prefer structures in the image with a certain orientation over structures with other orientations.

Combining translation and rotation invariance we obtain the requirement of Euclidean invariance on image processing operation $\Upsilon$

$$\forall \mathbf{x} \in \mathbb{R}^2, \forall \theta \in \mathbb{R} : \ U_{(x, \theta)} \circ \Upsilon = \Upsilon \circ U_{(x, \theta)}, \quad \text{where} \ U_{(x, \theta)} = R_\theta \circ T_\mathbf{x}. \quad (2.4)$$

The only linear Euclidean invariant operations directly on images are isotropic filtering operations, i.e. convolutions with kernels of the form $K(x, y) = k(\sqrt{x^2 + y^2})$. However, this class of operations is not particularly suitable if the goal is to deal with elongated structures in images. If we consider nonlinear operations on images we have more freedom in defining Euclidean invariant operations. An example is the use of gauge coordinates [13] [47], where anisotropic operations are defined by a local coordinate frame that is, ideally, aligned with the most relevant oriented structure. In this thesis we will show that orientation scores provide more possibilities to design Euclidean invariant operations.

### 2.3 Image Processing via Orientation Scores

If one tries to describe the local characteristics of oriented structures, i.e. lines, edges, and oriented patterns (Figure 1.6) in an image, the coordinates $(x, y)$ in the
image domain $\mathbb{R}^2$ are not very descriptive, since they only describe the position relative to the horizontal and vertical axes. The codomain is not very descriptive either, since a single grayvalue does not give any useful information on orientation. In an orientation scores, we add a dimension to the image domain, namely orientation. In this way the oriented structures in the image are separated based on their local orientation, as was illustrated in Figure 1.4 and Figure 1.5.

Formally an orientation score $U$ is defined as a function $U : \mathbb{R}^2 \times T \rightarrow \mathbb{R}$ or $\mathbb{C}$, where $\mathbb{R}^2$ corresponds to the image domain and $T$ is the orientation domain, i.e. $T = \{e^{i\theta} | \theta \in \mathbb{R}\}$, and where we assume square integrability $U \in L_2(\mathbb{R}^2 \times T)$. The orientation dimension of a 2D orientation score is periodic, $U(x, \theta) = U(x, \theta + np)$ for all $n \in \mathbb{Z}$, with a periodicity of either $p = 2\pi$ or $p = \pi$. In case of $p = \pi$ one can only represent $180^\circ$ symmetric oriented structures, which is in many cases sufficient. However, in the explanation of the theory in this thesis we will assume a periodicity of $p = 2\pi$ unless otherwise specified. In the implementations we will use $p = \pi$ whenever possible.

If an orientation score is constructed from an image $f$ by means of a transformation we denote the orientation score as $U_f$. An orientation score transformation is invertible if it is possible to reconstruct image $f$ out of orientation score $U_f$. In the next section we will explain how to construct invertible orientation scores.

Instead of extending the domain one could think of extending the codomain to describe oriented features, e.g. $\mathbb{R}^2 \rightarrow T \times \mathbb{R}$. The latter approach is substantially different, since in that case each spatial position only maps to a single orientation, while in an orientation score each combination of spatial position and orientation maps to a scalar. The practical advantage of the orientation score approach is manifest: one can transparently handle crossings and bifurcations, as is illustrated in Figure 1.5 on page 8.

The idea is to perform processing operations on 2D images via invertible orientation scores as illustrated in Figure 2.1, showing that the net operator $\Upsilon$ on the
image is given by
$$\Upsilon = \mathcal{W}_\psi^* \circ \Phi \circ \mathcal{W}_\psi,$$
(2.5)
where $\mathcal{W}_\psi$ denotes the orientation score transformation, $\mathcal{W}_\psi^*$ its inverse, and $\Phi$ the operation that is applied on the orientation score. There are many possibilities to develop operations $\Phi$ that are sensitive to oriented structures while at the same time the net operation $\Upsilon$ is Euclidean invariant. In Section 2.7 we will derive which class of operators $\Phi$ can be used for this purpose.

An important observation that follows from the considerations on Euclidean invariance is that the domains of both images and orientation scores can be considered as Lie group manifolds. In fact, $\mathcal{T}$, $\mathcal{R}$, and $\mathcal{U}$ are representations of respectively the translation group, the rotation group and the Euclidean motion group. Therefore, Section 2.5 and further sections will give a brief introduction into groups and Lie groups. Subsequently we will explain the properties of the Euclidean motion group. But first, the next section will deal with the construction of invertible orientation scores.

### 2.4 Invertible Orientation Scores

An invertible orientation score $U_f$ is obtained by correlating the image $f$ with an anisotropic kernel
$$U_f(x, \theta) = (\mathcal{W}_\psi[f])(x, \theta) = (\mathcal{R}_\theta(\psi) \star f)(x),$$
(2.6)
where $\psi \in L^2(\mathbb{R}^2)$ is the correlation kernel aligned with the horizontal axis, and the overline denotes complex conjugate. The correlation "$\star$" on $\mathbb{R}^2$ is defined as
$$(h \star f)(x) = \int h(x' - x)f(x')dx'.$$
(2.7)

The orientation score can also be written using the inner product on $L^2(\mathbb{R}^2)$,
$$(\mathcal{W}_\psi[f])(x, \theta) = (U(x, \theta) \psi, f)_{L^2(\mathbb{R}^2)}, \quad \text{with } (h, f)_{L^2(\mathbb{R}^2)} = \int h(x)f(x)dx.$$ (2.8)

The exact reconstruction formula accompanying (2.6) is given by
$$f(x) = (\mathcal{W}_\psi^*[U_f])(x)$$
$$= \mathcal{F}^{-1}_{\mathbb{R}^2} \left[ M^{-1}_{\psi} \mathcal{F}_{\mathbb{R}^2} \left[ x \mapsto \int_0^{2\pi} \int_{\mathbb{R}^2} \psi(R^{-1}_\theta(x - x'))U_f(x', \theta)(x')dx'd\theta \right] \right](x),$$
(2.9)
where \( \psi(-x) = \psi(x) \), \( \mathcal{F}_{\mathbb{R}^2} \) denotes the Fourier transform on \( \mathbb{R}^2 \) defined by,

\[
\mathcal{F}_{\mathbb{R}^2}[f](\omega) = \frac{1}{2\pi} \int_{\mathbb{R}^2} f(x)e^{-i\omega \cdot x} dx, \quad \text{where } x = (x, y), \quad \omega = (\omega_x, \omega_y),
\]

inverse transformation \( \mathcal{F}^{-1}_{\mathbb{R}^2}[\hat{f}](x) = \frac{1}{2\pi} \int_{\mathbb{R}^2} f(x)e^{i\omega \cdot x} d\omega. \) \( (2.10) \)

Function \( M_{\psi}: \mathbb{R}^2 \rightarrow \mathbb{R}^+ \) in \( (2.9) \) is given by

\[
M_{\psi}(\omega) = \frac{2\pi}{\mathcal{F}_{\mathbb{R}^2}[R_\theta[\psi]](\omega)} \mathcal{F}_{\mathbb{R}^2}[R_\theta[\psi]](\omega) d\theta = \frac{2\pi}{\mathcal{F}_{\mathbb{R}^2}[R_\theta[\psi]](\omega)} d\omega.
\] \( (2.11) \)

This function can be seen as a measure for stability of the inverse transformation: the number \( M_{\psi}(\omega) \) specifies how well frequency component \( \omega \) is preserved by the cascade of construction and reconstruction, if the “compensation term” \( M_{\psi}^{-1} \) would not be included in the reconstruction equation \( (2.9) \). It can be verified that the construction / reconstruction equations \( (2.6) \) and \( (2.9) \) fulfill the following Plancherel’s formula

\[
\|f\|_{L_2(\mathbb{R}^2)}^2 = \|\mathcal{W}_\psi f\|_{M_{\psi}}^2,
\] \( (2.12) \)

where the norm \( \|\cdot\|_{M_{\psi}} \) on the orientation score domain is defined as

\[
\|\mathcal{W}_\psi f\|_{M_{\psi}}^2 = \int_{\mathbb{R}^2} \int_{0}^{2\pi} |(\mathcal{F}_{\mathbb{R}^2}\mathcal{W}_\psi f)(\omega, \theta)|^2 d\theta \frac{1}{M_{\psi}(\omega)} d\omega,
\] \( (2.13) \)

where \( \mathcal{F}_{\mathbb{R}^2} \) denotes the Fourier transform on the spatial coordinates only. Note that we have \( L_2 \)-norm preservation, i.e. \( \|f\|_{L_2(\mathbb{R}^2)}^2 = \|\mathcal{W}_\psi f\|_{M_{\psi}}^2 = \|\mathcal{W}_\psi f\|_{L_2(\mathbb{S}{E}(2))}^2 \), if and only if \( M_{\psi} = 1. \)

Theoretically, reconstruction is well-posed as long as \( 0 < \delta < M_{\psi}(\omega) < \infty \) where \( \delta \) is arbitrarily small. In practice, to prevent numerical problems it is better to aim at \( M_{\psi}(\omega) \approx 1 \) for \( \|\omega\| < \varrho \), meaning that all frequency components within a ball of radius \( \varrho \) in the Fourier domain are preserved. The latter is a natural choice for bandlimited images: because of finite sampling we can assume images to be bandlimited anyway, where the bandwidth coincides with the well-known Nyquist frequency. If \( M_{\psi} \approx 1 \) we can approximate the reconstruction by

\[
\hat{f}(x) \approx \int_{0}^{2\pi} \left( R_\theta[\psi] \ast U_f(\cdot, \theta) \right)(x) d\theta.
\] \( (2.14) \)

We can even further simplify the reconstruction for filters \( \psi \) that satisfy

\[
M_{\psi}(\omega) = \int_{0}^{2\pi} |\mathcal{F}_{\mathbb{R}^2}[R_\theta[\psi]](\omega)|^2 d\theta \approx \int_{0}^{2\pi} |\mathcal{F}_{\mathbb{R}^2}[R_\theta[\psi]](\omega)| d\theta,
\] \( (2.15) \)
where the reconstruction formula simplifies to integration over the orientation dimension

\[ \hat{f}(x) \approx \int_0^{2\pi} U_f(x, \theta) \, d\theta, \quad (2.16) \]

which makes this class of filters favorable if computational speed is important.

### 2.4.1 Design of an Invertible Orientation Score Transformation

The invertibility conditions described in Section 2.4 still allow for a lot of freedom in the selection of a kernel \( \psi \), and it might not be obvious how to choose such a kernel. Therefore, for the duration of this subsection we interrupt the theoretical thread of this chapter to describe a practical design of an orientation score transformation.

We restrict the possible choices by first formulating a number of practical requirements that our transform should fulfill.

1. The orientation score transform should yield a finite number \( N_o \) of orientations. This requirement is obvious from an implementational point of view.

2. Reconstruction should be achieved by summing all orientations, i.e.

\[ f(x) = \sum_{j=0}^{N_o-1} U_f(x, js_\theta), \quad (2.17) \]

where \( s_\theta \) is the orientation sample distance in radians, i.e. \( s_\theta = \frac{2\pi}{N_o} \) if the periodicity of the orientation score is \( 2\pi \).

3. The kernel should be strongly directional, in order to obtain sharp responses on oriented structures. That is, ideally an oriented structure at \( x \) with orientation \( \theta \) should only yield a nonzero response at \( U_f(x, \theta) \).

4. We want to be able to handle lines, contours, and oriented patterns. This implies that the kernel should pick up edge, ridge, and periodic profiles, see Figure 2.3(a)-(c).

5. In order to pick up local structures, the kernel should be localized in the spatial domain.

To ensure the kernel to be strongly directional cf. requirement 3, we require the kernel to be a convex cone in the Fourier domain [4]. Furthermore, to be able
Figure 2.2: Example of an orientation score transformation using the kernel of (2.21).
(a) Example of an image with concentric circles. (b) Real part of the orientation score $U_f$ displayed for 8 different orientations. (c) The absolute value $|U_f|$ yields a phase-invariant response, displayed for 4 orientations. (d) Sketch of an iso-surface of the absolute value of $|U_f|$ cf. (c), showing that the circles become spirals and all spirals together span a helicoid-shaped plane. (e) Fourier transform of the applied kernel $\psi$ cf. (2.21) for $\theta = 0$. (f) Real part of the kernel with $\theta = 0$. (g) Imaginary part of the kernel. (h) $M_\psi$ (equation (2.11)), which can be seen as the Fourier transform of the net operation if no correction is applied, i.e. if reconstruction equation (2.16) is used. In this example the parameters are set to $k = 2$, $q = 8$, $t = 400$, $\sigma_s = 10$, $N_o = 64$. 
to handle both edges and ridges cf. requirement 4, we need to ensure that \( \psi \) is a quadrature filter \cite{61}.

A 1-dimensional filter \( k : \mathbb{R} \to \mathbb{C} \) is a quadrature filter if the real and imaginary part of the filter relate to each other by the Hilbert transform \( \mathcal{H} \),

\[
  k(x) = k_{\text{even}}(x) - i k_{\text{odd}}(x) = k_{\text{even}}(x) - i \mathcal{H}[k_{\text{even}}](x),
\]

where the Hilbert transform is defined as

\[
  \mathcal{H}[k_{\text{even}}](x) = \mathcal{F}_R^{-1}[\omega \mapsto i \text{sign}(\omega) \mathcal{F}_R[\psi_{\text{even}}](\omega)](x).
\]

A real-valued signal \( a \) filtered with a quadrature filter gives an analytic signal \( k \ast a \), see Figure 2.3, which has the property that one can obtain the instantaneous amplitude by the absolute value \( |(k \ast a)(x)| \), which is phase-invariant, and the instantaneous phase by the argument \( \text{arg}((k \ast a)(x)) \). The phase-invariance of the absolute value is useful if we want to treat both edges and ridges in the same way.

Our filter \( \psi \) should have the quadrature property in the direction orthogonal to the structures to be detected. In our convention, \( \psi \) should pick up structures aligned with the \( x \)-axis, so the quadrature property should hold in the \( y \)-direction, i.e.

\[
  \psi(x) = \psi_{\text{even}}(x) - i \psi_{\text{odd}}(x), \quad \text{with} \quad \psi_{\text{odd}}(x,y) = \mathcal{H}[\psi_{\text{even}}(x,\cdot)](y).
\]

Based on the requirements and the considerations above we propose the following kernel

\[
  \psi(x) = \frac{1}{M} \mathcal{F}_R^{-1}[\tilde{\psi}](x) G_{\sigma_s}(x),
\]

where \( G_{\sigma_s} \) is a Gaussian window that “enforces” spatial locality cf. requirement 5, \( M \) is the normalization constant given by \( M = N_o \int_{\mathbb{R}^2} \mathcal{F}[\psi](\omega)d\omega \), which ensures that the reconstructed image has the same grey-value range as the the original image. Function \( \tilde{\psi} \) is given by

\[
  \tilde{\psi}(\omega) = \tilde{\psi}(\rho \cos \varphi, \rho \sin \varphi) = \begin{cases} 
    B_k \left( \frac{\varphi \mod 2 \pi - \pi/2}{s_o} \right) \zeta(\rho) & \rho > 0 \\
    \frac{1}{N_o} & \rho = 0,
  \end{cases}
\]

where \( B_k \) denotes the \( k \)th order B-spline given by

\[
  B^k(x) = (B^{k-1} \ast B^0)(x), \quad B^0(x) = \begin{cases} 
    1 & \text{if } -1/2 < x < +1/2 \\
    0 & \text{otherwise}
  \end{cases},
\]

and function \( \zeta(\rho) \) specifies the radial function in the Fourier domain, chosen as the Gaussian with scale \( t \) divided by its Taylor series up to order \( q \) to ensure a slower decay, i.e.

\[
  \zeta(\rho) = G_t(\rho) \left( \sum_{j=0}^q \frac{\rho}{j!} \frac{d^j G_t}{d\rho^j}(\rho') \bigg|_{\rho' = 0} \rho^j \right)^{-1}, \quad G_t(\rho) = \frac{1}{2\sqrt{\pi}t} e^{-\frac{\rho^2}{4t^2}}.
\]
Figure 2.3: (a)-(b) Example 1D edge and ridge profile functions, which are the expected profiles orthogonal to contours resp. lines. (c) Sine function, which is an example orthogonal profile to an oriented pattern. (d) Kernel of an example of a 1D quadrature filter. The real and imaginary part relate to each other by the Hilbert transform cf. (2.19). (e)-(g) Results of convolving (a)-(c) with quadrature filter (d), showing that the absolute value is invariant to the phase of the signal. The legend of (d) applies to (e)-(g) as well.
Figure 2.2 shows an example of this orientation score transformation.

Note that some requirements are conflicting to each other, meaning that not all requirements are exactly met. By adjusting the parameters a compromise needs to be found. Particularly, the quadrature property conflicts with the locality requirement, since the spatial multiplicative window $G_{\sigma_s}$, which is a convolution in the Fourier domain with $F_{\mathbb{R}^2}[G_{\sigma_s}]$, causes property (2.20) to only approximately hold dependent on the spatial windows scale $\sigma_s$. Note that the quadrature property is also violated because $\hat{\psi}(0) \neq 0$ cf. (2.22). This is needed to reconstruct the average value of the image. If the conflict with the quadrature property lead to problems in practice, they can simply be solved by preprocessing the image to leave out the very low frequencies, i.e. by precalculating

$$\tilde{f}_{DC} = f *_{\mathbb{R}^2} G_{\tilde{\sigma}_s}, \quad \tilde{f} = f - \tilde{f}_{DC},$$

(2.25)

where a logical choice is $\tilde{\sigma}_s = \sigma_s$ and where we assume that the calculated $\tilde{f}_{DC}$ does not contain any relevant information on the elongated structures of interest in the image. We can now construct the orientation score of $\tilde{f}$ instead of $f$, and after reconstruction we add up $\tilde{f}_{DC}$ to obtain $f$ again.

The kernel cf. (2.21) is similar to the kernel proposed by Van Ginkel [137, Section 3.4]. The difference is that Van Ginkel does not aim at reconstruction, and therefore he chooses a radial function in the Fourier domain which is optimized to pick up elongated structures and a single scale. We, on the other hand, have to pick up structures at all scales and therefore the radial function $\zeta$ is chosen to fill up a large part of the Fourier spectrum, if parameter $t$ is correctly chosen. Furthermore, in angular direction in the Fourier domain van Ginkel uses a Gaussian while we use B-splines, which have the advantage that they are more local and thus improve the directionality.

The invertible orientation score transformation by Kalitzin [80] would have been an alternative option to use. However, this transformation has practical disadvantages, especially the fact that the kernel does not attain its maximum value in the center, i.e. at $x = 0$, leading to orientation scores which represent features in the image in a “squinty way”.

### 2.5 Basics of Group Theory

A key point in our framework is to consider the group structure of the domain of the orientation score. Therefore, in this section we provide the essential basics of (Lie) group theory. More information can be found in several books, e.g. [68, 139].
2.5.1 Definition of a Group

A *group* $G$ is a finite or infinite set of elements with a binary group operation \( \cdot \) (where the infix symbol \( \cdot \) is omitted further on) that fulfills the properties of

- closure: \( ab \in G \) for all \( a, b \in G \);
- associativity: \( (ab)c = a(bc) \) with \( a, b, c \in G \);
- identity: there is an \( e \in G \) such that \( ae = ea = a \) for all \( a \in G \);
- inverse: for all \( a \in G \) there exists a \( a^{-1} \in G \) such that \( a^{-1}a = e \);
- Abelian or commutative groups also fulfill the property of commutativity: \( ab = ba \) for all \( a, b \in G \).

A *subgroup* $H$ is a subset of group elements of a group $G$ that satisfies the group requirements. Note that it therefore always contains the identity element $e$.

To map the structure of a group to some mathematical object, we need a *representation*. A representation is a mapping of the form $\mathcal{A} : G \rightarrow B(H)$, where $H$ is the linear space to which our mathematical objects belong and $B(H)$ is the space of bounded linear invertible operators $H \rightarrow H$, that maps a group element to an operator, i.e. $\mathcal{A} = (g \mapsto \mathcal{A}_g)$, such that $e \mapsto I$ (identity element maps to identity operator), $gh \mapsto \mathcal{A}_{gh} = \mathcal{A}_g \circ \mathcal{A}_h$ (group product is preserved), and consequently $g^{-1} \mapsto (\mathcal{A}_g)^{-1}$ (inverse is preserved). Examples of representations will be given in Subsection 2.6.2.

Different types of groups exist. Mainly, we can distinguish between *finite groups*, containing a finite number of elements, and *infinite groups*, containing a infinite number of elements. A *Lie group* is a special type of infinite group, which will be described in the next subsection.

2.5.2 Lie Groups and Lie Algebras

A *Lie group* $G$ is an infinite group where the infinite number of group elements are parameterized by a finite-dimensional differentiable manifold endowed with a metric, i.e. there is a notion of distance between group elements. The fact that the group elements form a manifold makes it possible to use differential calculus on Lie groups.

By looking at the differential properties at the unity element $e$ we obtain the corresponding *Lie algebra* denoted by $T_e(G)$, which is a vector space endowed with a binary operator called the *Lie bracket* or *commutator* $\left[ , \right] : T_e(G) \times T_e(G) \rightarrow T_e(G)$ with the following properties
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- anticommutativity: \([X, Y] = -[Y, X]\) for all \(X, Y \in T_e(G)\);
- Jacobi identity: \([X, [Y, Z]] + [Y, [Z, X]] + [Z, [X, Y]] = 0\) for all \(X, Y, Z \in T_e(G)\).

The Lie algebra completely captures the local structure of the group. The Lie group and Lie algebra relate to each other by an exponential mapping \(\exp : T_e(G) \to G\).

Many Lie groups, including all Lie groups used in this thesis, can be expressed as matrix groups. For such a matrix Lie group, both group elements \(g \in G\) and Lie algebra elements \(X \in T_e(G)\) can be expressed as \(N \times N\) square matrices \(G \in \mathbb{C}^{N \times N}\) resp \(X \in \mathbb{C}^{N \times N}\), where the relation between these two objects is given by the matrix exponent, i.e.

\[
G = \exp(X) = \mathbb{I}_{N \times N} + \sum_{n=1}^{\infty} \frac{X^n}{n!} = \sum_{n=0}^{\infty} \frac{X^n}{n!}.
\]  

(2.26)

The advantage of representing the Lie group using matrices is that many calculations become much simpler. For instance, the Lie bracket is found by

\[
[X_i, X_j] = X_iX_j - X_jX_i.
\]  

(2.27)

A set of Lie algebra elements \(X_i, i \in \{1, 2, \ldots, N\}\), only forms a valid \(N\)-dimensional basis for a Lie algebra if they are linearly independent and if they are closed under the Lie bracket, i.e. one can write

\[
[X_i, X_j] = \sum_{k=1}^{N} C^k_{ij} X_k \quad \forall i, j \in \{1, 2, \ldots, N\},
\]  

(2.28)

where \(C^k_{ij}\) are the structure constants. The table of Lie brackets \([X_i, X_j]\), for all \(i, j \in \{1, 2, \ldots, N\}\) completely describes the structure of the Lie algebra. If the exponential mapping \(\exp\) is surjective, it also completely captures the structure of the Lie group. Two Lie algebras are isomorphic if the tables of Lie brackets are the same, that is, for a right choice of the Lie algebra basis \(X_i\).

2.6 The 2D Euclidean Motion Group

In this thesis, we particularly consider the 2D special Euclidean motion group \(SE(2)\), and therefore we will clarify the abstract concepts described above by

\(^{1}\)The word “special” indicates that mirroring is not included in the group. Further on we will always work with the special Euclidean motion group, however we will omit the word “special”.

using $SE(2)$ as example. Many group theoretical concepts that are described in this thesis also apply to other Lie groups, meaning that in many places where we write “$SE(2)$”, one can read “$G$” where $G$ denotes an arbitrary Lie group. In Chapter 7 we apply the same concepts to the 3D special Euclidean motion group $SE(3)$.

### 2.6.1 Group Properties

The 2D special Euclidean motion group $SE(2) = \mathbb{R}^2 \rtimes SO(2)$ is the group of planar rotations ($SO(2)$) and translations ($\mathbb{R}^2$). It can be parameterized by the group elements $g = (x, \theta)$ where $x = (x, y) \in \mathbb{R}^2$ are the two spatial variables that in the case of orientation scores label the domain of the image $f$, and $\theta$ is the orientation angle. We will use both short notation $g$ and explicit notation $(x, \theta)$ for group elements. The group product and group inverse of elements in $SE(2)$ are given by

$$
\begin{align*}
  gg' &= (x, \theta) (x', \theta') = (x + R_{\theta}x', \theta + \theta'), \\
  g^{-1} &= (-R_{-\theta}^{-1}x, -\theta).
\end{align*}
$$

The identity element is given by $e = (0, 0, 0)$. Note that the Euclidean motion group is not commutative, i.e. in general $gg' \neq g'g$. This is caused by the fact that a rotation pops up in the translation part, because of the semi-direct product, denoted by the symbol “$\rtimes$”, between $\mathbb{R}^2$ and $SO(2)$.

The Lie algebra of $SE(2)$ is spanned by

$$
T_e(SE(2)) = \text{span}\{e_x, e_y, e_\theta\},
$$

where $e_x$, $e_y$, and $e_\theta$ are the unit vectors in the $x$, $y$, and $\theta$ direction respectively. The Lie bracket is found by (see [35])

$$
[A, B] = \lim_{t \downarrow 0} t^{-2} \left( a(t)b(t) (a(t))^{-1} (b(t))^{-1} - e \right),
$$

where $a, b : \mathbb{R} \rightarrow SE(2)$ are any smooth curves in $SE(2)$ with $a(0) = b(0) = e$ and $a'(0) = A$ and $b'(0) = B$. For example to find the Lie brackets for $SE(2)$ we can use for $e_x$: $a(t) = (t, 0, 0)$, for $e_y$: $a(t) = (0, t, 0)$, and for $e_\theta$: $a(t) = (0, 0, t)$, yielding the following Lie brackets

$$
[e_x, e_\theta] = -e_y, \quad [e_y, e_\theta] = e_x, \quad [e_x, e_y] = 0.
$$
2.6.2 Representations

A few group representations of $SE(2)$ are important in this thesis. On orientation scores $U \in \mathbb{L}_2(SE(2))$ we have two different representations, defined by
\begin{align}
(\mathcal{L}_g \circ U)(h) &= (U \circ L_g^{-1})(h) = U(g^{-1}h), \quad g, h \in SE(2), \quad (2.33) \\
(\mathcal{Q}_g \circ U)(h) &= (U \circ Q_g)(h) = U(hg), \quad g, h \in SE(2). \quad (2.34)
\end{align}
where $\mathcal{L}_g$ is the *left-regular* representation, since the multiplication takes place on the left side, and $\mathcal{Q}_g$ is the *right-regular* representation. The symbols $L_g$ and $Q_g$ denote left-multiplication: $L_g h = gh$, and right-multiplication: $Q_g h = hg$. \(2.35\)

The latter symbols should not be confused with $L_g$ and $Q_g$ acting on group elements, while $L_g$ and $Q_g$ act on functions on the group.

The $SE(2)$ left-regular representation on images $f \in \mathbb{L}_2(\mathbb{R}^2)$ is given by
\begin{align}
(U_{g} \circ f)(y) &= f(R_{\theta}^{-1}(y - x)), \quad g = (x, \theta) \in SE(2), \quad y \in \mathbb{R}^2. \quad (2.36)
\end{align}
Note that this representation already appeared in equation \((2.4)\).

2.6.3 Corresponding Matrix Lie Algebra and Group

It is possible to express the Lie algebra $T_e(SE(2))$ using matrices. The Lie algebra of $SE(2)$ is spanned by the following basis
\begin{align}
X_x &= \begin{pmatrix} 0 & 0 & 1 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix}, \quad X_y = \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & 1 \\ 0 & 0 & 0 \end{pmatrix}, \quad X_\theta = \begin{pmatrix} 0 & -1 & 0 \\ 1 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix}. \quad (2.37)
\end{align}
Consequently, the commutators are given by
\begin{align}
[X_x, X_\theta] &= -X_y, \quad [X_y, X_\theta] = X_x, \quad [X_x, X_y] = 0, \quad (2.38)
\end{align}
which matches the Lie brackets in \((2.32)\).

By calculating the matrix exponents we find the following matrix representation of the $SE(2)$ group
\begin{align}
E_{(x, \theta)} &= \exp(x X_x) \exp(y X_y) \exp(\theta X_\theta) \\
&= \begin{pmatrix} R_{\theta} & x \\ 0 & 1 \end{pmatrix} = \begin{pmatrix} \cos \theta & -\sin \theta & x \\ \sin \theta & \cos \theta & y \\ 0 & 0 & 1 \end{pmatrix}. \quad (2.39)
\end{align}
This representation can be used to apply $SE(2)$ group actions on vectors $(x, y, \theta)$. Its structure is isomorphic to the group structure defined in equation \((2.29)\), showing that the Lie algebra matrices \((2.37)\) are the correct ones.
2.7 Operations on Orientation Scores

In this section we will show that if we require the net operation on the image to be Euclidean invariant, we should restrict ourselves to operations $\Phi$ on orientation scores that are left-invariant, meaning that $\Phi$ commutes with the left-regular representation $L_g$, i.e.

$$\forall g \in SE(2) : L_g \circ \Phi = \Phi \circ L_g. \tag{2.40}$$

On the other hand, the operation should not be right-invariant, where right-invariance means that $\Phi$ commutes with the right-regular representation

$$\forall g \in SE(2) : Q_g \circ \Phi = \Phi \circ Q_g. \tag{2.41}$$

Afterwards, we will discuss linear left-invariant operations, which can be expressed as $SE(2)$-convolutions.

2.7.1 Operations Should be Left-Invariant

For left-regular representations $L_g$ it is easy to verify using equations (2.6), (2.9), (2.36), and (2.33) that the following relations hold

$$\forall g \in SE(2) : W_\psi \circ U_g = L_g \circ W_\psi \quad \text{and} \quad \forall g \in SE(2) : W_\psi^* \circ L_g = U_g \circ W_\psi^*. \tag{2.42}$$

In words, the first equation says that applying an $SE(2)$ group transformation (i.e. rotation and translation) on the image followed by an orientation score transformation is the same as applying an orientation score transformation followed by an $SE(2)$ group transformation on the orientation score. The second equation gives the corresponding relation for the inverse orientation score transformation.

By substituting $\Phi \leftarrow L_g \circ \Phi$ in (2.5) and using (2.40) and (2.42), we obtain iff $\Phi$ is left-invariant

$$W_\psi^* \circ L_g \circ \Phi \circ W_\psi = W_\psi^* \circ \Phi \circ W_\psi,$$
$$U_g \circ W_\psi^* \circ \Phi \circ W_\psi = W_\psi^* \circ \Phi \circ W_\psi \circ U_g,$$
$$U_g \circ \Upsilon = \Upsilon \circ U_g,$$

so indeed if $\Phi$ is left-invariant, the net operator $\Upsilon$ is Euclidean invariant and vice versa.

2.7.2 Operations Should not be Right-Invariant

For right-invariance, it is easy to verify using equations (2.6), (2.9), (2.36), and (2.34) that the following relations hold

$$\forall g \in SE(2) : Q_g \circ W_\psi = W_{U_g \circ \psi} \quad \text{and} \quad \forall g \in SE(2) : W_{U_g^{-1} \circ \psi}^* = W_\psi^* \circ Q_g. \tag{2.44}$$
Note that since $SE(2)$ is not commutative, $W_{Ug\circ\psi} \neq W_{\psi}\circ U_g$, which can be easily seen as follows

\[
(W_{Ug\circ\psi} \circ f)(h) = (U_h \circ U_g \circ \psi, f)_{L^2(\mathbb{R}^2)} \\
\neq (U_g \circ U_h \circ \psi, f)_{L^2(\mathbb{R}^2)} = (W_{\psi}\circ U_g \circ f)(h).
\]

(2.45)

In other words, we see that the group transformation $U_g$ on the kernel $\psi$ cannot be expressed as a group transformation on the image $f$ since $U_g \circ U_h \neq U_h \circ U_g$.

By substituting $\Phi \leftarrow Q_g \circ \Phi$ in (2.5) and using (2.41) and (2.44), we obtain

\[
W^{*}_{\psi} \circ Q_g \circ \Phi \circ W_{\psi} = W^{*}_{\psi} \circ \Phi \circ Q_g \circ W_{\psi},
\]

\[
W^{*}_{U_g^{-1}\psi} \circ \Phi \circ W_{\psi} = W^{*}_{\psi} \circ \Phi \circ W_{U_g\psi}.
\]

(2.46)

This equation only matches the requirement (2.4) of Euclidean invariance of $\Upsilon$ if $\psi = U_g \circ \psi$ for all $g \in SE(2)$. This is not a sensible requirement on $\psi$, as the only solution is $\psi = 0$. Clearly, right-invariance is prohibited.

### 2.7.3 Left-Invariant Linear Operations are Group Convolutions

All bounded linear operators $\Phi : L_2(SE(2)) \to L_\infty(SE(2))$ are kernel operators (cf. the Dunford-Pettis theorem [33, page 21]), that is, there exists a kernel $K$ such that

\[
(\Phi(U))(g) = \int_{SE(2)} K(g, h) U(h) dh, \quad g, h \in SE(2),
\]

(2.47)

where $K : SE(2) \times SE(2) \to \mathbb{C}$ fulfills

\[
\sup_g \left( \int_{SE(2)} |K(g, h)|^2 dh \right)^{1/2} < \infty.
\]

(2.48)

If we require $\Phi$ to be left-invariant, i.e. $\Phi \circ \mathcal{L}_g \circ U = \mathcal{L}_g \circ \Phi \circ U$, we obtain using (2.47)

\[
(\Phi \circ \mathcal{L}_p \circ U)(g) = \int_{SE(2)} K(g, h)(\mathcal{L}_p \circ U)(h) dh
\]

\[
= \int_{SE(2)} K(g, h)U(p^{-1}h) dh \quad \text{(substitute $h \leftarrow ph$)}
\]

(2.49)

\[
= \int_{SE(2)} K(g, ph)U(h) dh,
\]
Figure 2.4: Schematic view of a normal \( SE(2) \)-convolution (left) and an \( \mathbb{R}^3 \)-convolution (right). Any convolution \( K * f \) can be envisioned by the kernel \( K \) “moving” over the entire domain of \( f \) where the result of the convolution is found by taking inner products at all positions. The kernel is indicated as a box, and the 3 axes denote the orientation score domain and 3D image domain respectively. As indicated by the arrows, in both cases the kernel is moving over the \( x, y \)-plane. In the case of the \( SE(2) \)-convolution, there is an additional twist when moving in the orientation dimension.

\[
(\mathcal{L}_p \circ \Phi \circ U)(g) = \int_{SE(2)} K(p^{-1}g, h)U(h)dh. \tag{2.50}
\]

In order to make the right-hand sides of (2.49) and (2.50) equal, \( K(g, ph) = K(p^{-1}g, h) \) must hold \( \forall p, g, h \in SE(2) \). If we replace \( g \) by \( pg \) we obtain \( K(pg, ph) = K(g, h) \), and we see that \( K \) should not change if we left-multiply both arguments of \( K \) with an arbitrary group element \( p \). So \( K(g, h) = K(e, g^{-1}h) \), whence if we define a new function \( \Psi : SE(2) \to \mathbb{C} \) such that

\[
\Psi(g) = K(e, g^{-1}), \tag{2.51}
\]

and then use (2.47) and (2.51), we obtain the \( SE(2) \)-convolution

\[
(\Psi *_{SE(2)} U)(g) = \int_{SE(2)} \Psi(h^{-1}g)U(h)dh. \tag{2.52}
\]

Explicitly,

\[
(\Psi *_{SE(2)} U)(\mathbf{x}, \theta) = \int_{\mathbb{R}^2} \int_{0}^{2\pi} \Psi (\mathbf{R}^{-1}_{\theta'\theta} (\mathbf{x} - \mathbf{x}'), \theta - \theta') U(\mathbf{x}', \theta') \, d\theta' \, d\mathbf{x}'. \tag{2.53}
\]

Figure 2.4 schematically shows how an \( SE(2) \)-convolution can be envisioned. Note that equation (2.52) is in fact a straightforward generalization of \( \mathbb{R}^n \)-convolution
to any other Lie group, by replacing $SE(2)$ by any other group. That means that we obtain the $\mathbb{R}^n$-convolution if we use the translation group $\mathbb{R}^n$ in (2.52), i.e.

$$(f *_{\mathbb{R}^n} g)(x) = \int_{\mathbb{R}^n} f(x - x') g(x') dx'.$$

(2.54)

In Chapter 3, the $SE(2)$-convolution will be described in more detail, and several methods to implement the $SE(2)$-convolution will be proposed.

### 2.8 Differential Geometry in Orientation Scores

To perform analysis of the local structure in orientation scores, for instance to estimate whether locally an oriented structure is present or not, differential geometry is an essential tool. Therefore, we will establish the necessary basics on differential geometry in $SE(2)$. First, we will define left-invariant tangent vectors and vector fields. Then we will introduce left-invariant differential operators. Both tangent vectors and differential operators will also help to get an intuitive view on the concept of left-invariance, which will be graphically illustrated.

Subsequently, we will explain the difference between tangent spaces and dual tangent spaces in $SE(2)$, and between vectors and covectors, which is a relevant distinction to be made in this case. Then we come to a definition of a left-invariant inner product and norm on tangent spaces.

Finally the introduced differential geometric concepts will be used to introduce the notion of horizontality, we will define exponential curves, and finally we will introduce the features curvature and deviation from horizontality.

#### 2.8.1 Left-invariant Tangent Vectors and Vector Fields

In Figure 2.5(a), at the left side, a curve $\gamma : \mathbb{R} \rightarrow SE(2)$ is shown that is tangent to tangent vector $X_e = c^x e_x + c^y e_y + c^\theta e_\theta \in T_e(SE(2))$ at the unity element $e \in SE(2)$. If we left-multiply curve $\gamma$ by $g = (x, \theta) \in SE(2)$ the original curve $\gamma$ is translated over $x$ and rotated over $\theta$, yielding the curve $g \gamma$ shown on the right side of the figure. At position $g$, the curve $g \gamma$ has tangent vector $X_g \in T_g(SE(2))$, which corresponds to the tangent vector $X_e \in T_e(SE(2))$ of the original curve $\gamma$, in the sense that $X_e$ is “transported in a left-invariant way” to tangent vector $X_g$. The operation of transporting tangent vectors from $T_e(SE(2))$ to $T_g(SE(2))$ is called the push-forward of left-multiplication and is denoted by $X_g = (L_g)_* X_e$. Intuitively, the push-forward operator allows to move tangent vectors to tangent spaces at different group elements.
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Figure 2.5: Illustrations of the concept of left-invariance, from two different perspectives: (a) considered as tangent vectors tangent to curves, i.e. $X_g = c^\xi e^\xi(g) + c^\eta e^\eta(g) + c^\theta e^\theta(g)$ for all $g \in SE(2)$, and (b) considered as differential operators on a locally defined smooth function $U$, i.e. $X_g = c^\xi \partial^\xi|_g + c^\eta \partial^\eta|_g + c^\theta \partial^\theta|_g$ for all $g \in SE(2)$. The push forward $(L_g)_* : T_e(SE(2)) \rightarrow T_g(SE(2))$ connects the tangent space at the unity element $T_e(SE(2))$ to all tangent spaces $T_g(SE(2))$ in “a left-invariant way”. See text (Subsections 2.8.1 and 2.8.2) for details.
With the push-forward we can introduce the notion of a left-invariant vector field, which is a tangent vector field $SE(2) \rightarrow T_g(SE(2))$ that fulfills the property $X_g = (L_g)_* X_e$ for all $g \in SE(2)$ and a fixed $X_e \in T_e(SE(2))$.

The Lie algebra $T_e(SE(2))$ is spanned by the basis $\{e_x, e_y, e_\theta\}$, as is shown in Figure 2.5(a) at the left side. The same basis can also be used as standard basis for $T_g(SE(2))$ for all $g$, however, it is more natural to introduce a different set of basis vectors by constructing left-invariant vector fields by push-forward of the three basis vectors $\{e_x, e_y, e_\theta\}$, yielding

$$\{e_\xi(g), e_\eta(g), e_\theta(g)\} = \{(L_g)_* e_x, (L_g)_* e_y, (L_g)_* e_\theta\}$$

$$= \{\cos \theta e_x + \sin \theta e_y, -\sin \theta e_x + \cos \theta e_y, e_\theta\},$$

(2.55)

where $\text{span}\{e_\xi(g), e_\eta(g), e_\theta(g)\} = T_g(SE(2))$. These basis vectors are shown at the right side of Figure 2.5(a). The basis has the useful property that $X_g = c^\xi e_\xi(g) + c^\eta e_\eta(g) + c^\theta e_\theta(g)$ for any $g$ if $X_g$ is obtained by push-forward $X_g = (L_g)_* X_e$. So, if two tangent vectors at different positions in $SE(2)$ relate to each other by the push-forward, they have the same vector components $(c_\xi, c_\eta, c_\theta)$. For notational simplicity the dependency on $g$ is usually omitted further on, but it is important to realize that $e_\xi$ and $e_\eta$ do depend on $\theta$.

### 2.8.2 Left-invariant Differential Operators

In Figure 2.5(b) it is shown how $X_e$ and $X_g$ can also be viewed as differential operators, acting on a function $U : SE(2) \rightarrow \mathbb{R}$. If we are using $X_e$ and $X_g$ in the context of differential operators we will replace all occurrences of $e_i$ by $\frac{\partial}{\partial \eta}$, which is short-hand notation for $\frac{\partial}{\partial \gamma}$. In Figure 2.5(b), the codomain of $U$ is the vertical $\mathbb{R}$-axis. $X_g$ can be viewed as an operator that calculates the derivative of $U$ at $g$ in the direction specified by $X_g$, i.e.

$$X_g(U) = (c^\xi \frac{\partial}{\partial \xi} \big|_g + c^\eta \frac{\partial}{\partial \eta} \big|_g + c^\theta \frac{\partial}{\partial \theta} \big|_g) U$$

$$= (c^\xi (\cos \theta \frac{\partial}{\partial x} + \sin \theta \frac{\partial}{\partial y}) + c^\eta (-\sin \theta \frac{\partial}{\partial x} + \cos \theta \frac{\partial}{\partial y}) + c^\theta \frac{\partial}{\partial \theta}) U,$$

(2.56)

yielding a scalar on the horizontal $\mathbb{R}$-axis on the bottom of the figure. The same result can also be obtained by first translating and rotating $U$ over $g$, i.e. $L_g(U) = U \circ L_g$, such that the original neighborhood $\Omega_g$ is shifted to neighborhood $\Omega_e$,

$$X_g(U) = X_e(U \circ L_g) = (c^\xi \frac{\partial}{\partial x} + c^\eta \frac{\partial}{\partial y} + c^\theta \frac{\partial}{\partial \theta})(U \circ L_g).$$

(2.57)

The set of differential operators $\{\frac{\partial}{\partial \xi}, \frac{\partial}{\partial \eta}, \frac{\partial}{\partial \theta}\}$ is the appropriate set of differential operators to be used in orientation scores instead of the set $\{\frac{\partial}{\partial x}, \frac{\partial}{\partial y}, \frac{\partial}{\partial \theta}\}$ (which also seems a logical choice because of the sampling axes), since it has the following advantages.
Figure 2.6: The difference between left-invariant derivatives and Cartesian derivatives, showed on an orientation score of an image with a single circle, cf. Figure 1.4 on page 6. From left to right, several different orientations are shown. Comparing the derivatives $\partial_y$ and $\partial_\eta$ we observe that $\partial_\eta$ is invariant under the orientation, i.e. the interpretation of $\partial_\eta$ stays the same.
Since all 3 differential operators \( \{ \partial_\xi, \partial_\eta, \partial_\theta \} \) are left-invariant, we can be sure that all \( SE(2) \)-coordinate independent linear and nonlinear combinations of these operators are also left-invariant.

They have a clear interpretation, since \( \partial_\xi \) is always the spatial derivative tangent to the orientation \( \theta \) and \( \partial_\eta \) is always orthogonal to this orientation. Figure 2.6 illustrates this for \( \partial_\eta \) versus \( \partial_y \).

When constructing higher order left-invariant derivatives, it is important to note that the order of applying left-invariant derivatives matters, i.e. not all the left-invariant derivatives \( \{ \partial_\xi, \partial_\eta, \partial_\theta \} \) commute. The nonzero commutators are given by

\[
[\partial_\theta, \partial_\xi] = \partial_\theta (\cos \theta \partial_x + \sin \theta \partial_y) - (\cos \theta \partial_x + \sin \theta \partial_y) \partial_\theta = \partial_\eta, \\
[\partial_\theta, \partial_\eta] = \partial_\theta (-\sin \theta \partial_x + \cos \theta \partial_y) - (-\sin \theta \partial_x + \cos \theta \partial_y) \partial_\theta = -\partial_\xi.
\] (2.58)

We observe that the differential structure on any position \( g \) is isomorphic to the Lie algebra structure defined in equation (2.32). This follows from the fact that the position of the identity element \( e \) in an orientation score \( U \) is an arbitrary choice, and we can easily change the position of \( e \) by the group transformation \( U \circ L_g \), as is shown in Figure 2.5(b) and (2.57).

### 2.8.3 Tangent Spaces and Dual Tangent Spaces

In Subsection 2.8.1 we introduced the tangent space \( T_g(SE(2)) \). An element of \( T_g(SE(2)) \) is a vector which is denoted in a basis-independent way by \( c^\xi \partial_\xi|_g + c^\eta \partial_\eta|_g + c^\theta \partial_\theta|_g \in T_g(SE(2)) \), where \( (c^\xi, c^\eta, c^\theta) \in \mathbb{R}^3 \) are the basis-dependent vector components and \( \{ \partial_\xi|_g, \partial_\eta|_g, \partial_\theta|_g \} \) is our left-invariant standard basis. We will further on work with the vector components and use the notation \( c = (c^\xi, c^\eta, c^\theta)^T \). Note that the physical dimensions of these vector components are (length, length, 1) respectively.

Similarly a covector is denoted by \( c_\xi d\xi|_g + c_\eta d\eta|_g + c_\theta d\theta|_g \in T^*_g(SE(2)) \), where \( d\theta, d\xi, \) and \( d\eta \) span the basis of the dual tangent space \( T^*_g(SE(2)) \). The relation between the tangent space and the dual tangent space is established by the Kronecker product

\[
\langle dp|_g, \partial_\eta|_g \rangle = \delta_{pq} \text{ with } p, q \in \{ \xi, \eta, \theta \},
\] (2.59)

so for example \( \langle d\theta, \partial_\xi \rangle = 0 \) and \( \langle d\theta, \partial_\theta \rangle = 1 \). For the basis-dependent covector components we use the notation \( \hat{b} = (b_\xi, b_\eta, b_\theta) \) where the “hat” in the notation of \( \hat{b} \) allows us to distinguish between vectors and covectors. The physical dimensions of the covector components are \((1/\text{length}, 1/\text{length}, 1)\) respectively.
The Kronecker product on covector components \( \hat{b} \) and vector components \( c \) is defined by
\[
\langle \hat{b}, c \rangle = b_\xi c_\xi + b_\eta c_\eta + b_\theta c_\theta,
\]
where the resulting number is dimensionless.

An example of a vector in \( T_q(SE(2)) \) is given by the tangent vector of a curve \( q : \mathbb{R} \rightarrow SE(2) \), i.e.
\[
\dot{q}(t) = \dot{x}(t) \partial_x + \dot{y}(t) \partial_y + \dot{\theta}(t) \partial_\theta, \quad \dot{q}(t) \in T_{q(t)}(SE(2)),
\]
(2.61)

Note that we have \( \partial_x \) and \( \partial_y \) instead of \( \partial_\xi \) and \( \partial_\eta \) since we use our standard parametrization for a group element \((x, y, \theta)\) as defined in Subsection 2.6.1, instead of \((\xi, \eta, \theta)\).

An example of a covector in \( T_q^*(SE(2)) \) is the left-invariant gradient operator on an orientation score, which is given by
\[
dU = \frac{\partial U}{\partial \xi} d\xi + \frac{\partial U}{\partial \eta} d\eta + \frac{\partial U}{\partial \theta} d\theta.
\]
(2.62)

The covector components of the gradient are obtained by the well-known nabla operator
\[
\nabla U = \left( \frac{\partial U}{\partial \xi}, \frac{\partial U}{\partial \eta}, \frac{\partial U}{\partial \theta} \right)^T.
\]
(2.63)

### 2.8.4 Definition of an Inner Product and Norm

The inner product between two vectors \( c, b \in \mathbb{R}^n \) is usually defined as
\[
(c, b) = \sum_{i=1}^{n} \sum_{j=1}^{n} \delta_{ij} c_i b_j,
\]
(2.64)

where \( \delta_{ij} \) is the Kronecker delta function (\( \delta_{ij} = 1 \) if \( i = j \) and 0 otherwise).

In the case of \( T_q(SE(2)) \) we could simply use the same inner product, however, we add up quantities with different physical dimensions since the components \( c_\xi \), \( c_\eta \), and \( c_\theta \) do not have the same physical dimensions. Therefore, we introduce a parameter \( \mu \) with physical dimension \( 1/\text{length} \) and define as inner product
\[
(c, b)_\mu = \mu^2 c_\xi b_\xi + \mu^2 c_\eta b_\eta + c_\theta b_\theta.
\]
(2.65)

The parameter \( \mu \) ensures that all components of the inner product are dimensionless. The value of the parameter determines how the distance in the spatial dimensions relates to distance in the orientation dimension.
From inner product (2.65) we can calculate the Grammian matrix

$$G_\mu = \begin{pmatrix}
(\partial_\xi, \partial_\xi)_\mu & (\partial_\xi, \partial_\eta)_\mu & (\partial_\xi, \partial_\theta)_\mu \\
(\partial_\eta, \partial_\xi)_\mu & (\partial_\eta, \partial_\eta)_\mu & (\partial_\eta, \partial_\theta)_\mu \\
(\partial_\theta, \partial_\xi)_\mu & (\partial_\theta, \partial_\eta)_\mu & (\partial_\theta, \partial_\theta)_\mu
\end{pmatrix} = \begin{pmatrix}
\mu^2 & 0 & 0 \\
0 & \mu^2 & 0 \\
0 & 0 & 1
\end{pmatrix}. \quad (2.66)$$

The Grammian matrix establishes the relation between the components of vectors and covectors by \( \hat{c} = G_\mu c \) and between the inner product and Kronecker product \( (c,b)_\mu = \langle G_\mu c, b \rangle = \langle \hat{c}, b \rangle \). \hspace{1cm} (2.67)

Consequently, the inner product between two covectors is given by

$$\langle \hat{c}, \hat{b} \rangle_\mu = \langle \hat{c}, G^{-1}_\mu \hat{b} \rangle = \mu^{-2} c_\xi b_\xi + \mu^{-2} c_\eta b_\eta + c_\theta b_\theta. \quad (2.68)$$

From the inner product on \( T_q(SE(2)) \) we can now induce a norm on vectors and covectors in the regular way, i.e. by

$$\|c\|_\mu = \sqrt{(c,c)_\mu} \quad \text{and} \quad \|\hat{c}\|_\mu = \sqrt{(\hat{c},\hat{c})_\mu}. \quad (2.69)$$

This inner product is left-invariant, which directly follows from the fact that we express the inner product using vector components of the left-invariant standard basis. However, the inner product is not right-invariant, which is not a problem since right-invariance is not desirable in our framework, as explained in Subsection 2.7.2. For a more theoretical motivation of the inner product and its properties see [40].

### 2.8.5 Horizontality

A curve \( q : \mathbb{R} \to SE(2) \) in the orientation score, denoted by its components as \( q(t) = (x(t), y(t), \theta(t)) \), is horizontal at \( t \in \mathbb{R} \) iff

$$\theta(t) = \angle \left( \frac{dx(t)}{dt}, \frac{dy(t)}{dt} \right), \quad (2.70)$$

where \( \angle(x,y) = \arg(x + iy) \). In words, horizontal curves have the property that the direction of the curve \( F_{\mathbb{R}^2}q \), i.e. the curve projected to the spatial plane \( \mathbb{R}^2 \), coincides with the orientation \( \theta \) of the curve in \( SE(2) \). Therefore all tangent vectors over the curve do not contain an \( e_\eta \) component, i.e. an equivalent formulation for horizontality of \( q \) is

$$\left( \frac{dq(t)}{dt}, e_\eta(q(t)) \right)_\mu = \mu^2 \left( -\sin \theta \frac{dx(t)}{dt} + \cos \theta \frac{dy(t)}{dt} \right) = 0, \quad \forall t \in \mathbb{R}. \quad (2.71)$$

On a horizontal curve, \( \partial_\xi \) is always the spatial derivative tangent to the curve and \( \partial_\eta \) is always orthogonal to the curve.
A curve \((x(t), y(t))\) in an image would render a perfectly horizontal response, if at each spatial position along the curve the response in the orientation dimension would be a \(\delta\)-spike, i.e. \(U_f(x(t), y(t), \theta) = \delta(\arg(\frac{dx(t)}{dt} + i \frac{dy(t)}{dt}) - \theta)\). In that case we could say that the curve renders an exactly horizontal response in the orientation score. However, by construction, cf. Section 2.4, the response in the orientation score resulting from a curve in the corresponding image always exhibits some uncertainty in orientation. Therefore, in practice, the orientation score transformation cf. Section 2.4 renders orientation scores in which image curves render approximately horizontal responses.

### 2.8.6 Exponential Curves

An exponential curve is a curve \(\gamma_c : \mathbb{R} \rightarrow SE(2)\) for which the components of the tangent vector expressed in the left-invariant basis \(\{e_\xi, e_\eta, e_\theta\}\) are constant over the entire parametrization (if necessary after reparametrization of \(t\)), i.e.

\[
\frac{d}{dt}\gamma_c(t) = c^\xi e_\xi(\gamma_c(t)) + c^\eta e_\eta(\gamma_c(t)) + c^\theta e_\theta(\gamma_c(t)), \quad \text{for all } t \in \mathbb{R}. \quad (2.72)
\]

These curves are analogous to straight lines in \(\mathbb{R}^n\), which also have a constant tangent vector relative to the cartesian basis \(\{e_x, e_y\}\).

An exponential curve is obtained by an exponential mapping of Lie algebra elements, which explains why they are called “exponential”. That is, an exponential curve passing through the identity element \(e \in SE(2)\) at \(t = 0\) can be written as

\[
\gamma_c(t) = \exp (t (c^\xi \partial_{x}|_{g=e} + c^\eta \partial_{y}|_{g=e} + c^\theta \partial_{\theta}|_{g=e}))
\]

and an exponential curve passing through point \(g_0 \in SE(2)\) can be obtained by left-multiplication with \(g_0\), i.e. \(g_0 \gamma_c(t)\). The easiest way to calculate exponential curves is by using the matrix Lie algebra elements in equation (2.37) and the matrix exponent as defined in (2.26), i.e. \(G(t) = E_{g_0} \exp \left(t(c^\xi X_x + c^\eta X_y + c^\theta X_\theta)\right)\).

For the case \(c^\theta \neq 0\) this results in

\[
g_0 \gamma_c(t) = \begin{pmatrix}
x_0 + \frac{c^\xi}{c^\theta} \mu(tc^\theta, \theta_0) + \frac{c^\eta}{c^\theta} \nu(tc^\theta, \theta_0) \\
y_0 + \frac{c^\xi}{c^\theta} \nu(tc^\theta, \theta_0) + \frac{c^\eta}{c^\theta} \mu(tc^\theta, \theta_0)
\end{pmatrix}
\]

\[tc^\theta + \theta_0\]

with \(\mu(tc^\theta, \theta_0) = \sin(tc^\theta + \theta_0) - \sin(\theta_0)\),

\(\nu(tc^\theta, \theta_0) = \cos(tc^\theta + \theta_0) - \cos(\theta_0)\).

These exponential curves represent spirals in \(SE(2)\). The exponential curves for
Figure 2.7: Horizontal exponential curves in $SE(2)$ for a range of different curvature values, shown from two different perspectives. The left image shows that these curves are circular arcs when projected onto the spatial plane.

the special case $c^\theta = 0$ are

$$g_0 \gamma_c(t) = \left( \begin{array}{c} x_0 + tc^\xi \cos(\theta_0) - tc^\eta \sin(\theta_0) \\ y_0 + tc^\xi \sin(\theta_0) - tc^\eta \cos(\theta_0) \\ \theta_0 \end{array} \right),$$

(2.75)

which are straight lines in $SE(2)$ with constant orientation $\theta$.

*Horizontal exponential curves* are exponential curves that are horizontal cf. (2.70) for all $t \in \mathbb{R}$. They form the subset of all exponential curves with $c^\eta = 0$, see Figure 2.7.

### 2.8.7 Curvature and Deviation from Horizontality

We define two features of exponential curves with a clear geometrical interpretation: *curvature* and *deviation from horizontality*. These features can be expressed using the tangent vector components $c = (c^\xi, c^\eta, c^\theta)$ of an exponential curve $\gamma_c$, as is illustrated in Figure 2.8.

The *curvature* of an exponential curve in $SE(2)$ that is projected onto $\mathbb{R}^2$ is given
by

\[ \kappa(t) = \frac{d^2}{dt^2} (P_{R^2}\gamma_c(t)) \]

\[ = \frac{c^\theta}{(c^\eta)^2 + (c^\xi)^2} \left( -c^\eta \cos(t c^\theta + \theta_0) - c^\xi \sin(t c^\theta + \theta_0) \right) \]

(2.76)

where \( t \) must be the arc length parametrization in the spatial plane, so \( \| \frac{d}{dt} (P_{R^2}\gamma_c(t)) \| = 1 \). The signed norm of the curvature vector, which is independent on \( t \), is

\[ \kappa = \| \kappa(t) \| \text{sign}(\kappa(t) \cdot e_\eta) = \frac{c^\theta \text{sign}(c^\xi)}{\sqrt{(c^\eta)^2 + (c^\xi)^2}}. \]

(2.77)

This equation shows that the curvature is equal to the slope at which the curve in the orientation score meets the spatial plane, see Figure 2.8. Note that if \( c^\eta = c^\xi = 0 \), the limit of (2.76) and (2.77) goes to infinity; this makes sense since an exponential curve maps to a point in the image plane, and a point can be considered as a circle with radius 0.

For a horizontal exponential curve we know that \( c^\eta = 0 \) and the curvature expression simplifies to

\[ \kappa = \frac{c^\theta}{c^\xi}. \]

(2.78)

The curvature \( \kappa \) fully describes a horizontal exponential curve \( \gamma_c(t)|_{c^\eta=0} \). For a non-horizontal exponential curve, we also need the deviation from horizontality \( d_H \) which is for \( t = 0 \) given by

\[ d_H = \arctan \left( \frac{c^\eta}{c^\xi} \right), \]

(2.79)

i.e. \( d_H \) is the angle between \( e_\xi \) and the tangent vector of the exponential curve at \( t = 0 \) projected onto \( \mathbb{R}^2 \), as shown in Figure 2.8.

### 2.9 Left-invariant Evolution Equations on \( SE(2) \)

In this section we introduce left-invariant evolution equations. First, we introduce the diffusion equation on \( SE(2) \). Later in this thesis we will use the linear diffusion equation for regularization of orientation scores (Chapter 5) and the nonlinear one will be used for enhancement of elongated structures (Chapter 6). Second, we will add convection to the evolution equation, which will prove to be useful for curve completion, i.e. filling gaps within curves, in Section 3.8. Finally, we will briefly address the question whether these evolution equations constitute scale spaces on \( SE(2) \).
2.9. Left-invariant Evolution Equations on \(SE(2)\)

The linear diffusion equation on an \(n\)-dimensional function \(f : \mathbb{R}^n \rightarrow \mathbb{R}\) is given by

\[
\begin{aligned}
\partial_t u(x, t) &= \nabla \cdot D \nabla u(x, t), \quad x \in \mathbb{R}^n, \quad t \geq 0, \\
\quad u(x, t = 0) &= f(x),
\end{aligned}
\tag{2.80}
\]

where the \(\nabla\) operator is the gradient with respect to the spatial coordinates, and the constant diffusion tensor \(D\) is a positive definite matrix of size \(n \times n\). This diffusion equation is left-invariant with respect to the translation group, which in this case means translation invariance cf. \((2.1)\) where \(T\) is the representation of the translation group on \(L_2(\mathbb{R}^n)\).

In the same way, we construct the left-invariant diffusion equation on \(SE(2)\).

\[
\begin{aligned}
\partial_t W(g, t) &= \nabla \cdot D \nabla W(g, t) \\
&= \left( \partial_{\xi} \quad \partial_{\eta} \quad \partial_{\theta} \right) \begin{pmatrix} D_{\xi\xi} & D_{\xi\eta} & D_{\xi\theta} \\ D_{\eta\xi} & D_{\eta\eta} & D_{\eta\theta} \\ D_{\theta\xi} & D_{\theta\eta} & D_{\theta\theta} \end{pmatrix} \begin{pmatrix} \partial_{\xi} \\ \partial_{\eta} \\ \partial_{\theta} \end{pmatrix} W(g, t), \\
W(g, t = 0) &= U_f(g),
\end{aligned}
\tag{2.81}
\]

where \(g \in SE(2), \ t \geq 0\), the gradient \(\nabla\) is defined in \((2.63)\), and the diffusion tensor \(D\) is a positive (semi)definite\(^2\) \(3 \times 3\) matrix.

\(^2\)In \(\mathbb{R}^n\) the diffusion tensor must be positive definite to ensure smoothing in all directions. On \(SE(2)\) a positive semidefinite diffusion tensor does already render a smooth result in all directions as long as at least one term \(D_{3i} = D_{i3} > 0\) for \(i \in \{1, 2, 3\}\) and at least one term \(D_{ji} = D_{ij} > 0\) for \(i,j \in \{1, 2\}\). In that case, due to the nonzero commutators, the diffusion in
The solution of equation (2.81) can be written as

\[ W(\cdot, t) = \exp(t(\nabla \cdot D \nabla))U_f, \quad (2.82) \]

where the exponent for operators is defined as

\[ \exp(tA)U_f = \sum_{j=0}^{\infty} \frac{t^j}{j!} (A)^j U_f. \quad (2.83) \]

We distinguish different types of diffusion processes. A diffusion process is defined to be

- **Linear and constant**, if diffusion tensor \( D = [D_{ij}] \) is constant;
- **Linear and adaptive**, if \( D \) is a function on \( SE(2) \) that is calculated from the initial condition \( U_f \), i.e. we substitute \( D \leftarrow D(U_f(g)) \) in (2.81);
- **Nonlinear and adaptive**, if \( D \) is a function on \( SE(2) \) that is calculated from the evolving \( W \), i.e. we substitute \( D \leftarrow D(W(\cdot, t))(g) \) in (2.81).

In the linear case where \( D \) is constant, the diffusion process can be calculated by using an \( SE(2) \)-convolution (Subsection 2.7.3) where the kernel \( \Psi \) is the Green’s function of the diffusion process, that is \( \Psi_t(g) = \exp(t \nabla \cdot D \nabla)\delta(g) \) where \( \delta \) is the Dirac delta distribution. Compared to diffusion on \( \mathbb{R}^n \), where the Green’s function is simply a Gaussian, the Green’s function of diffusion on \( SE(2) \) is complicated. In [39] exact expressions and practical approximations for this Green’s function are derived.

In Chapter 6 we will also apply nonlinear adaptive diffusion for the purpose of curve enhancement. In that case the diffusion equation has to be implemented using an iterative numerical scheme. Next we will consider two interesting special cases of the diffusion equation (2.81).

### 2.9.1.1 Special Case: \( \mu \)-Isotropic Diffusion

There is no inherent notion of isotropy in \( SE(2) \). We can, however, define an artificial (but practically useful, as we will see in Chapter 5) notion of \( \mu \)-isotropic diffusion, where the diffusion tensor is defined as

\[ D_{iso}^\mu = \text{diag}(1, 1, \mu^2). \quad (2.84) \]

the spatial plane and the diffusion in \( \theta \)-direction induce smoothing in the other direction. This is the case since the Hörmander condition is also satisfied for \( D_{\eta \eta} = 0 \), see [39, Section 5.3].
2.9. Left-invariant Evolution Equations on $SE(2)$

The equation is “$\mu$-isotropic” since $\|\partial_\xi\|_\mu = \|\partial_\eta\|_\mu = \mu^2 \|\partial_\theta\|_\mu = \mu$, so with respect to our $\mu$-dependent definition of length of a vector cf. (2.69) we apply the same amount of diffusion in all directions. We use this convention for $\mu$-isotropy because it ensures that the result of a $\beta$-isotropic diffusion process at time $t$ can be identified one-to-one with the standard isotropic diffusion process on the image cf. (2.80) at the same value for time $t$ on the image. This makes it more convenient to set parameter $\mu$.

The $\mu$-istropic diffusion equation can be written as

$$\partial_t W = ((\partial^2_\xi + \partial^2_\eta) + \mu^2 \partial^2_\theta) W = ((\partial^2_x + \partial^2_y) + \mu^2 \partial^2_\theta) W.$$  (2.85)

Since the operators $\partial_x$, $\partial_y$, and $\partial_\theta$ commute, this equation is the same as the diffusion equation in $\mathbb{R}^3$ except for the $2\pi$-periodicity of the $\theta$ dimension.

### 2.9.1.2 Special Case: Anisotropic Diffusion Tangent to Exponential Curves

For anisotropic diffusion it is of interest to diffuse tangent to exponential curves with tangent vector $c \in T_g(SE(2))$. In that case, the diffusion tensor is given by

$$D_\mu(c) = \frac{\mu^2}{\|c\|_\mu^2} c \cdot c^T,$$  (2.86)

where $\frac{\mu^2}{\|c\|_\mu^2}$ is a matter of convention, ensuring that the diffusion process is independent of the length of $c$, and that $D_\mu(e_\xi) + D_\mu(e_\eta) + D_\mu(e_\theta) = D_{iso}$.

We can also combine $\mu$-isotropic diffusion and anisotropic diffusion along exponential curves, where a parameter $D_a$ controls the amount of isotropic resp. anisotropic diffusion, yielding for the diffusion tensor

$$D_\mu(c, D_a) = (1 - D_a) \frac{\mu^2}{\|c\|_\mu^2} c \cdot c^T + D_a \text{diag}(1, 1, \mu^2),$$  (2.87)

so $D_a = 0$ leads to completely anisotropic diffusion, and $D_a = 1$ leads to $\mu$-isotropic diffusion. Figure 2.9 shows examples of Green’s functions for some different cases. In Chapter 6 we will use this type of diffusion in a nonlinear diffusion process.

### 2.9.1.3 Does Diffusion on $SE(2)$ Constitute a Scale Space?

Scale spaces are usually considered on scalar-valued images, i.e. functions on the translation group $\mathbb{R}^n$. The most widely used type of scale space on $\mathbb{R}^n$ is the Gaussian scale space $[74, 152, 125]$, which is obtained by solving the diffusion equation
Figure 2.9: Illustrations of Green’s functions of the $SE(2)$ diffusion equation (2.81) for different parameter values (obtained using an explicit iterative numerical scheme that will be introduced in Subsection 6.4.2) with in all examples time $t = 70$ and $d_H = 0$.  
(a) Shows the effect of nonzero $\kappa$. Left: Greens functions in the spatial plane (i.e. all orientations are summed) where the superimposed circular arc shows the expected curvature, Right: isosurface in 3D. (b) Shows the effect of a nonzero $D_a$. (c) Shows the effect of varying $D_a$. As $D_a$ increases from 0 to 1, the resulting Green’s function becomes more and more isotropic.
on the image. An operator \( \mathbb{R}^+ \times L^2(\mathbb{R}^n) \to L^2(\mathbb{R}^n) \) generates a scale space if it satisfies a number of axioms. Following Duits [38], the necessary scale space axioms are: translation invariance, rotation invariance, bounded linear operator, scaling invariance, semigroup property, convergence, preservation of positivity, and average grey-value invariance. One could wonder whether our evolution equations satisfy a similar set of axioms on \( SE(2) \). This question is posed purely out of curiosity, since for our purposes we do not need the diffusion equation to be a true scale space.

Most axioms of scale spaces on \( \mathbb{R}^n \) directly map to \( SE(2) \), where the equivalent of translation invariance is left-invariance. However, rotation invariance is not a desirable axiom on \( SE(2) \), since in \( SE(2) \) there is no inherent notion of isotropy, which would be necessary for a definition of rotation invariance. Therefore we drop this requirement, meaning that all linear diffusion equations cf. (2.81) might constitute scale spaces, in the sense that the diffusion tensor \( D \) parameterizes the class of diffusion scale spaces on \( SE(2) \).

The most problematic axiom to map to \( SE(2) \) is scale invariance. For this purpose a proper scaling operator should be defined on \( SE(2) \), however, scaling the \( \theta \)-dimension does not make sense. The only sensible scaling operator on orientation scores might be to scale the spatial dimensions only, such that scaling the orientation scores is the same as scaling the corresponding image, i.e.

\[
(\Sigma^E(2)_\lambda U)(x, y, \theta) = U\left(\frac{x}{\lambda}, \frac{y}{\lambda}, \theta\right).
\] (2.88)

The problem is that if we want the scaling to commute with diffusion on \( SE(2) \) we now have to change the diffusion tensor, i.e. we have the relation

\[
\Theta^D_t \left(\Sigma^E(2)_\lambda U\right) = \Sigma^E(2)_{\lambda^2t} \left(\Theta^{\Lambda(\lambda)}_t D \Lambda(\lambda) U\right),
\] (2.89)

where \( \Theta^D_t \) denotes the diffusion at time \( t \) with diffusion tensor \( D \) and where \( \Lambda(\lambda) = \text{diag}(1, 1, \lambda) \). Notice that on the left-hand side and the right-hand side we have a different members of the class of possible diffusion scale spaces. For this reason, although most scale space axioms are satisfied, diffusion on \( SE(2) \) does not constitute a true scale space on \( SE(2) \).

Notice, however, that due to linearity of the orientation score transformation and due to left-invariance, linear diffusion on an orientation score \( U_f \) does constitute an \( \mathbb{R}^2 \)-scale space on the corresponding image \( f \), because the axiom of left-invariance ensures rotation invariance on the corresponding image.
2.9.2 Convection-Diffusion Equations on $SE(2)$

Besides diffusion equations, it is also of interest to study evolution equations with convection and diffusion, given by

$$\partial_t W(g, t) = (-a \cdot \nabla + \nabla \cdot D \nabla) W(g; t), \quad x \in \mathbb{R}^n, \quad t \geq 0, \quad W(g; 0) = U_f(g),$$

(2.90)

where $a$ is a vector describing the direction and speed of the convection part of the process.

In the case of convection and diffusion we are not only interested in the time process, but also in the resolvent process, given by

$$R_\lambda(\cdot) = \int_0^\infty W(\cdot, t)e^{-\lambda t}dt,$$

(2.91)

where $\lambda$ is a decay parameter. The solutions can be written as

$$W(\cdot, t) = \exp(tA)U_f$$

$$R_\lambda = \int_0^\infty \exp(t(A - \lambda))U_f(\cdot)dt = (A - \lambda)^{-1}U_f.$$  

(2.92)

In [35] exact expressions and practical approximations for the Green’s function of this process are derived. The relevance of these resolvent processes will become apparent for the subsequent special case.

2.9.2.1 Special Case: Stochastic Completion Kernels

A special case is the so-called stochastic completion kernel which is the resolvent of the process above where (using the left-invariant basis)

$$a = (1, 0, 0), \quad D = \text{diag}(0, 0, \sigma^2).$$

(2.93)

This special case was first proposed by Mumford [103]. This model for lines and contours is based on a single assumption: the prior probability distribution of a curve can be modeled by a random walker in $SE(2)$. The equations for such a random walker are

$$x(t) = \int_{t_0}^t (\cos \theta(t'), \sin \theta(t')) + x_0 \, dt'$$

$$\theta(t) = \sigma^2 \epsilon_{\theta}(t) + \theta_0,$$

(2.94)
where $t$ denotes time, $\epsilon_\theta(t)$ is a normally distributed stochastic variable with mean 0 and variance 1, $\sigma$ is a parameter determining the standard deviation of the random walker, $t_0$ is the starting time and $(x_0, \theta_0)$ is the starting position in $SE(2)$. From this equations one can obtain the probability distribution $p(x, \theta; t|x_0, \theta_0; t_0)$, which is the probability to find a random walker at a specific position and time given the initial conditions, yielding the following partial differential equation

$$\partial_t p(x, \theta; t|x_0, \theta_0; t_0) = (\sigma^2 \partial^2_\theta - \partial_\xi - \lambda) p(x, \theta; t|x_0, \theta_0; t_0),$$

where $\lambda > 0$ is a “killing term”, modeling the chance that a random walker ends, which can happen at any moment with a probability $1/\lambda$. A stochastic completion kernel is the Green’s function of this differential equation and can be interpreted as the probability that a random walker starting at position $(x_0, \theta_0) = (0, 0)$ visits position $(x, \theta)$ within the time-span $[0, \infty]$. This means one has to solve the above partial differential equation with a delta spike as initial condition, i.e. $p(x, \theta) = \delta(x)\delta(\theta)$, and integrate over time

$$K(x, \theta) = \int_{t'=0}^{\infty} p(x, \theta; t'|0, 0; 0) dt'$$

$$= \int_{t'=0}^{\infty} \exp(t'(\sigma^2 \partial^2_\theta - \partial_\xi - \lambda))\delta(x)\delta(\theta) dt'$$

$$= -(\sigma^2 \partial^2_\theta - \partial_\xi - \lambda)^{-1} \delta(x)\delta(\theta).$$

Figure 2.10 gives an example of a completion kernel.
The idea of *stochastic completion field* by Williams and Jacobs [151] is to fill gaps in interrupted contours, by taking the product of a forward and backward process. This is accomplished by applying an $SE(2)$-convolution of a forward completion kernel $K$ and a backward completion kernel $\tilde{K}(x, \theta) = K(-x, \theta + \pi)$,

$$C(x, \theta) = (K *_{SE(2)} U)(x, \theta) \cdot (\tilde{K} *_{SE(2)} U)(x, \theta),$$

where $U$ is the initial distribution and $C$ the resulting stochastic completion field. $U$ is interpreted as the local probability of having a line structure at position $x$ with orientation $\theta$. In most literature [151] [155], $U$ is obtained by manually putting spikes in the orientation score, but also attempts were made to automate this [2] [27].

In Section 3.8 we will describe this approach for contour completion in more detail, including how to implement stochastic completion kernels in a steerable way.
A great deal of my work is just playing with equations and seeing what they give.

Paul Adrien Maurice Dirac (1902–1984)

Steerable $SE(2)$-Convolution
3.1 Introduction

In the previous chapter we introduced the basic principles of orientation scores. We pointed out the importance of left-invariance and consequently the importance of $SE(2)$-convolution for left-invariant linear operations. In this chapter we will consider the $SE(2)$-convolution in more detail. First we will treat its mathematical properties. Subsequently, we will describe how to implement the $SE(2)$-convolution straightforwardly. The fact that we need to rotate the $SE(2)$ convolution kernel is problematic, because it is often necessary to interpolate the kernel. To solve this problem, we show that we can generalize the well-known concept of rotationally steerable filters on images [56] to steerable $SE(2)$-convolution kernels on orientation scores. The resulting method for steerable $SE(2)$-convolution is more efficient in many cases. The novelty of this method is that it applies rotationally steerable filters on orientation scores instead of on 2D or 3D images.

Since rotations constitute a Lie group, Lie group theory can be used to analyze steerability, which has already been exploited in the context of steerable filters on images by Michaelis et al. [100] and Teo and Hel-Or [132, 70]. We will show that there is a clear relation between the steerable $SE(2)$-convolution that we will derive and the Fourier transform on $SE(2)$ [22]. In fact, our approach for steerable $SE(2)$-convolution is similar to using the convolution theorem on $SE(2)$ cf. [22], however our approach prevents unnecessary computations as we do not need to calculate the Fourier transform on $SE(2)$ explicitly. This is especially beneficial as the polar interpolation step needed to calculate the $SE(2)$-Fourier transform is omitted.

Next, we show that an orientation score that is sampled in the orientation dimension imposes a maximum bandwidth of the steerable $SE(2)$-kernel. This means that all $SE(2)$-kernels should in fact be steerable kernels. Subsequently, we will discuss some special cases appearing in practice under which the steerable $SE(2)$-convolution can be simplified.

Finally, we will discuss how $SE(2)$-convolutions relate to existing image processing techniques. We will apply steerable $SE(2)$-convolutions to calculate stochastic completion fields. We will also show how channel smoothing can be regarded as an $SE(2)$-convolution.

3.2 Definition of Transforms

For the sake of clarity, we will define the elementary transforms that are used throughout this chapter.
3.2. Definition of Transforms

3.2.1 Fourier Transforms and Series

The *spatial Fourier* transform on \( f: \mathbb{R}^2 \to \mathbb{C} \) was already defined in (2.10) as

\[
\mathcal{F}_{\mathbb{R}^2}[f](\omega) = \frac{1}{2\pi} \int_{\mathbb{R}^2} f(x) e^{-i\omega \cdot x} \, dx,
\]

where \( x = (x, y) \) and \( \omega = (\omega_x, \omega_y) \). The inverse is given by

\[
\mathcal{F}_{\mathbb{R}^2}^{-1}[\hat{f}](x) = \frac{1}{2\pi} \int_{\mathbb{R}^2} f(x) e^{i\omega \cdot x} \, d\omega.
\]

Convolution on \( \mathbb{R}^2 \) is defined as

\[
(f \ast_{\mathbb{R}^2} g)(x) = \int_{\mathbb{R}^2} f(x-x')g(x') \, dx',
\]

and the convolution theorem is given by

\[
\mathcal{F}_{\mathbb{R}^2}[f \ast_{\mathbb{R}^2} g](\omega) = 2\pi \mathcal{F}_{\mathbb{R}^2}[f](\omega) \cdot \mathcal{F}_{\mathbb{R}^2}[g](\omega),
\]

where the occurrence of factor \( 2\pi \) is a consequence of using the unitary convention for the Fourier transform.

The *angular Fourier* series on a function \( f: \mathbb{T} \to \mathbb{C} \) is defined by

\[
\mathcal{F}_{\mathbb{T}}[f]_m = \hat{f}_m = \frac{1}{\sqrt{2\pi}} \int_{0}^{2\pi} f(\theta) e^{-im\theta} \, d\theta,
\]

and the inverse is

\[
\mathcal{F}_{\mathbb{T}}^{-1}[^{\hat{f}}](\theta) = f(\theta) = \frac{1}{\sqrt{2\pi}} \sum_{m \in \mathbb{Z}} \hat{f}_m e^{im\theta}.
\]

Convolution on \( \mathbb{T} \) is defined as

\[
(f \ast_{\mathbb{T}} g)(\theta) = \int_{0}^{2\pi} f(\theta - \theta')g(\theta') \, d\theta',
\]

and the convolution theorem is given by

\[
\mathcal{F}_{\mathbb{T}}[f \ast_{\mathbb{T}} g]_m = \sqrt{2\pi} \mathcal{F}_{\mathbb{T}}[f]_m \cdot \mathcal{F}_{\mathbb{T}}[g]_m.
\]

The 1D discrete Fourier transform (DFT) of sampled signal \( a = (a_0, a_1, \ldots, a_{N-1}) \) is defined by

\[
\text{DFT}[a]_p = \frac{1}{\sqrt{N}} \sum_{k=0}^{N-1} a_k e^{-i \frac{2\pi}{N} kp},
\]
and the inverse is given by

$$DFT^{-1}[\hat{a}]_k = \frac{1}{\sqrt{N}} \sum_{p=0}^{N-1} \hat{a}_p e^{i \frac{2\pi}{N} kp}. \quad (3.10)$$

Since DFT is separable, this trivially extends to any-dimensional data by concatenation of 1D DFT operations in all direction. For example, a DFT of a 2D sampled $N \times N$ image $f = [f_{p,q}]$, $p \in \{0, 1, \ldots, N\}$ and $q \in \{0, 1, \ldots, N\}$ is given by

$$DFT_{2D}[f]_{k,l} = DFT[p \mapsto DFT[\hat{f}]]_{m,n}, \quad (3.11)$$

and

$$DFT^{-1}_{2D}[[\hat{f}]_{k,l} = DFT^{-1}[n \mapsto DFT^{-1}[m \mapsto \hat{f}]]_{p,q}. \quad (3.12)$$

### 3.2.2 The Hankel Transform

The Hankel transform is defined as

$$H_m[f](\rho) = i^m \int_0^\infty f_m(r)J_m(\rho r)dr, \quad (3.13)$$

where $J_m$ is the $m$th order Bessel function of the first kind. The inverse Hankel transform is given by

$$H_m^{-1}[\hat{f}](r) = (-i)^m \int_0^\infty \hat{f}_m(\rho)J_m(\rho r)d\rho. \quad (3.14)$$

Consider a function $F_m(x) = f_m(r)e^{im\phi}$, with $x = (r \cos \phi, r \sin \phi)$. The following relation holds

$$F_{\mathbb{R}^2}[F_m](\omega_r \cos \varphi, \omega_r \sin \varphi) = 2\pi H_m[f_m](\omega_r)e^{im\varphi}. \quad (3.15)$$

Consequently, if $G_n(x) = g_n(r)e^{in\phi}$, then

$$(F_m *_{\mathbb{R}^2} G_n)(x) = (2\pi)^3 H_{m+n}^{-1}[H_m[f_m][H_n[g_n]]](r)e^{i(m+n)\phi}. \quad (3.16)$$

### 3.3 The $SE(2)$-Convolution

Remember from Subsection 2.7.3 that the $SE(2)$-convolution is defined by

$$(\Psi *_{SE(2)} U)(x, \theta) = \int_{\mathbb{R}^2} \int_0^{2\pi} \Psi(R_{\theta'}^{-1}(x - x'), \theta - \theta') U(x', \theta') d\theta' dx'. \quad (3.17)$$
where $U \in L_2(\SE(2))$ is an orientation score of an image, and $\Psi \in L_2(\SE(2))$ is the $\SE(2)$-convolution kernel. In Figure 2.4 on page 30 we schematically showed how an $\SE(2)$-convolution is performed.

### 3.3.1 Properties of the $\SE(2)$-Convolution

Most properties of “normal” $\mathbb{R}^n$-convolution also apply to $\SE(2)$-convolution. The most important properties are summarized below

- **Associativity:**
  \[
  (\Psi_1 *_{\SE(2)} \Psi_2) *_{\SE(2)} U = \Psi_1 *_{\SE(2)} (\Psi_2 *_{\SE(2)} U). \tag{3.18}
  \]
  This also holds for scalar multiplication:
  \[
  a(\Psi *_{\SE(2)} U) = ((a\Psi) *_{\SE(2)} U) = (\Psi *_{\SE(2)} (aU)), \tag{3.19}
  \]
  for all $a \in \mathbb{C}$;

- **Distributivity:**
  \[
  (\Psi_1 + \Psi_2) *_{\SE(2)} U = \Psi_1 *_{\SE(2)} U + \Psi_2 *_{\SE(2)} U; \tag{3.20}
  \]
  and
  \[
  \Psi *_{\SE(2)} (U_1 + U_2) = \Psi *_{\SE(2)} U_1 + \Psi *_{\SE(2)} U_2; \tag{3.21}
  \]

- **Identity:** $\delta *_{\SE(2)} U = U *_{\SE(2)} \delta = U$ where $\delta(x, y, \theta) = \delta(x)\delta(y)\delta(\theta)$;

- **Invariance:** an $\SE(2)$-convolution is left-invariant (see Section 2.7) on its right-input,
  \[
  L_g(\Psi *_{\SE(2)} U) = \Psi *_{\SE(2)} (L_g U), \quad \forall g \in \SE(2), \tag{3.22}
  \]
  and right-invariant on its left-input,
  \[
  Q_g(\Psi *_{\SE(2)} U) = (Q_g \Psi) *_{\SE(2)} U, \quad \forall g \in \SE(2). \tag{3.23}
  \]
  This is the same as the translation-invariance property of normal convolution. Furthermore, we have the following properties
  \[
  (L_g \Psi) *_{\SE(2)} U = \Psi *_{\SE(2)} (Q_g^{-1} U), \quad \forall g \in \SE(2), \tag{3.24}
  \]
  and
  \[
  \Psi *_{\SE(2)} (Q_g U) = (L_g^{-1} \Psi) *_{\SE(2)} U, \quad \forall g \in \SE(2). \tag{3.25}
  \]
**Differentiation rule:** $D(\Psi \ast_{SE(2)} U) = ((D\Psi) \ast_{SE(2)} U)$ where $D$ denotes a left-invariant derivative operator. This property can be easily derived by rewriting (2.52) as follows (where $L_g$ is defined in (2.33))

$$D \int_{SE(2)} (L_h \circ \Psi)(g)U(h)dh = \int_{SE(2)} (D \circ L_h \circ \Psi)(g)U(h)dh$$

(3.26)

Furthermore, $D(\Psi \ast_{SE(2)} U) = (\Psi \ast_{SE(2)} (DU))$ iff $D$ is right-invariant, which follows by (where $Q_h$ is defined in (2.34))

$$D \int_{SE(2)} \Psi(h^{-1}g)U(h)dh \quad \text{subst.} \quad h \leftarrow gh = \int_{SE(2)} \Psi(h^{-1}(Q_h \circ U))(g)dh$$

$$= \int_{SE(2)} \Psi(h^{-1}(D \circ Q_h \circ U))(g)dh$$

(3.27)

$$D \rightarrow \int_{SE(2)} \Psi(h^{-1}(Q_h \circ (D \circ U))(g)dh$$

$$\text{subst.} \quad h \leftarrow g^{-1}h \int_{SE(2)} \Psi(h^{-1}g)(DU)(h)dh.$$ Note that these two properties do not only hold for differential operators: all linear left-invariant operators commute with the left-input of the $SE(2)$-convolution while all linear right-invariant operators commute with the right-input of the $SE(2)$-convolution.

**Convolution theorem:** this property will be addressed in Section 3.6.

In contrast to an $\mathbb{R}^n$-convolution, the $SE(2)$-convolution is not commutative: $\Psi \ast_{SE(2)} U \neq U \ast_{SE(2)} \Psi$. However, the following relation holds

$$(\Psi \ast_{SE(2)} U)(g) = (\bar{U} \ast_{SE(2)} \bar{\Psi})(g^{-1}), \quad \forall g \in SE(2),$$

(3.28)

with $\bar{U}(g) = U(g^{-1})$ and $\bar{\Psi}(g) = \Psi(g^{-1})$.

### 3.3.2 SE(2)-Convolution versus SE(2)-Correlation

Analogously to the $\mathbb{R}^2$-correlation cf. (2.7), the $SE(2)$-correlation is defined by

$$(\check{\Psi} \ast_{SE(2)} U)(g) = \int_{SE(2)} \check{\Psi}(g^{-1}h)U(h)dh,$$

(3.29)
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Figure 3.1: Example showing the effect of “mirroring” an $SE(2)$-kernel. Left: an arbitrary $SE(2)$-kernel $\Psi$. Right: $\tilde{\Psi}$ according to $\tilde{\Psi}(x, \theta) = \Psi(-R^{-1}_{\theta}x, -\theta)$, this is the mirrored version of $\Psi$ with an additional twist over the orientation dimension. An $SE(2)$-convolution with the kernel on the left is the same as an $SE(2)$-correlation with the kernel on the right and vice versa.

where $\tilde{\Psi}(g) = \Psi(g^{-1})$ so $\Psi *_{SE(2)} U = \tilde{\Psi} *_{SE(2)} U$. More explicitly this yields

$$
(\tilde{\Psi} *_{SE(2)} U)(x, \theta) = \int \int_{\mathbb{R}^2} \tilde{\Psi}(R^{-1}_{\theta}(x' - x), \theta' - \theta) U(x', \theta') \, d\theta' \, dx',
$$

(3.30)

where $\tilde{\Psi}(x, \theta) = \Psi(-R^{-1}_{\theta}x, -\theta)$. We see that because of the structure of $SE(2)$, transforming an $SE(2)$-convolution kernel into an $SE(2)$-correlation kernel $\tilde{\Psi}$ is not accomplished by only mirroring the $x$, $y$, and $\theta$-axes, but there is also a rotation involved. This can be graphically visualized as “twisting the kernel”, see Figure 3.1. Consequently, the kernels $\Psi$ and $\tilde{\Psi}$ can have quite different appearances.

Further on, we will always use $SE(2)$-convolution instead of $SE(2)$-correlation. The most important reason is that $SE(2)$-correlation does not fulfill the properties of associativity, identity, and the differentiation rule. We will not explicitly give the derivations of the (steerable) $SE(2)$-correlation, as these are straightforward to obtain from the equivalent derivations of the (steerable) $SE(2)$-convolution.

3.3.3 Implementation of $SE(2)$-Convolution

In order to discretize orientation scores we take equidistant samples in the $SE(2)$ group using the standard $(x, y, \theta)$ coordinates. In the spatial dimensions, the sampling distance is set equal to the sampling distance of the corresponding image. We assume for simplicity that we deal with a square image with $N_s \times N_s$ pixels. In the orientation dimension, the number of samples to take is a parameter denoted by $N_o$, so the sampling distance is given by $s_{\theta} = 2\pi/N_o$ for a $2\pi$-periodic orien-
Table 3.1: Symbols used in the complexity estimates for different SE(2)-convolution implementations in this chapter. The following relations between the quantities are assumed: $C_s \leq N_o$ and $C_o \leq N_o$, which follows from the sampling theorem on SE(2)-kernels in Subsection 3.5.3.2; $K_s < N_s$ and $K_o < N_o$, stating that an SE(2)-kernel should not be larger than the orientation score; and $N_o \leq N_s$, i.e. more samples in the spatial dimensions than in the orientation dimension.

Table 3.2: Overview of the algorithmic complexities of the different algorithms for the SE(2)-convolution discussed in this chapter and the next chapter. The symbols used in the algorithmic complexities are specified in Table 3.1.

---

### Table 3.1: Symbols used in the complexity estimates

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N_s$</td>
<td>Spatial dimensions of the orientation score or image (assuming equal $x$ and $y$ dimensions)</td>
</tr>
<tr>
<td>$N_o$</td>
<td>Number of sampled orientations of the orientation score $U$</td>
</tr>
<tr>
<td>$K_s$</td>
<td>Spatial dimensions of SE(2)-kernel $\Psi$</td>
</tr>
<tr>
<td>$K_o$</td>
<td>Number of sampled orientations of SE(2)-kernel $\Psi$</td>
</tr>
<tr>
<td>$C_s$</td>
<td>Number of spatial-angular frequency components of SE(2)-kernel $\Psi$</td>
</tr>
<tr>
<td>$C_o$</td>
<td>Number of orientation-angular frequency components of SE(2)-kernel $\Psi$</td>
</tr>
</tbody>
</table>

---

### Table 3.2: Overview of the algorithmic complexities

<table>
<thead>
<tr>
<th>SE(2)-convolution implementation</th>
<th>Section</th>
<th>Complexity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Non-steerable implementation direct</td>
<td>3.3.3</td>
<td>$O\left(N_o K_s N_s^2 K_o^2\right)$</td>
</tr>
<tr>
<td>Non-steerable implementation FFT</td>
<td>3.3.3</td>
<td>$O\left(N_o N_s^2 \log N_s + K_o\right)$</td>
</tr>
<tr>
<td>Steerable implementation direct</td>
<td>3.5.2</td>
<td>$O\left(C_o C_s N_s^2 K_s^2\right)$</td>
</tr>
<tr>
<td>Steerable implementation FFT</td>
<td>3.5.2</td>
<td>$O\left(N_s^2 \left(N_o \log N_s + C_o C_s\right)\right)$</td>
</tr>
<tr>
<td>$SE(2)$-Fourier, spline interpolation $^a$</td>
<td>3.6.2</td>
<td>$O\left(N_s^2 \left(N_o \log N_s + N_o^\zeta\right)\right)$</td>
</tr>
<tr>
<td>$SE(2)$-Fourier, Fourier interpolation $^a$</td>
<td>3.6.2</td>
<td>$O\left(N_s^2 \left(N_o \log N_s^2 + N_o^\zeta\right)\right)$</td>
</tr>
</tbody>
</table>

**Special cases**

| Non-steerable lifted orientation score direct $^b$ | 3.7.3 | $O\left(N_o N_s^2 K_s^2\right)$ |
| Steerable lifted orientation score direct | 3.7.3 | $O\left(C_o C_s N_s^2 K_s^2\right)$ |
| Steerable lifted orientation score FFT | 3.7.3 | $O\left(N_s^2 \left(N_o \log N_s + C_o C_s\right)\right)$ |
| Non-steerable separable SE(2)-kernel direct $^c$ | 3.7.4 | $O\left(N_s^2 N_s^2 K_s^2\right)$ |
| Non-steerable separable SE(2)-kernel FFT $^c$ | 3.7.4 | $O\left(N_o \log N_s\right)$ |
| Steerable tensorial convolution direct $^d$ | 3.7.4 | $O\left(N_s^2 K_s^2\right)$ |
| Steerable tensorial convolution FFT $^d$ | 3.7.4 | $O\left(N_s^2 \log N_s\right)$ |
| Non-steerable tensor voting direct $^b$ | 4.3.1 | $O\left(N_s^2 K_s^2\right)$ |
| Steerable tensor voting direct | 4.3.1 | $O\left(C_s N_s^2 K_s^2\right)$ |
| Steerable tensor voting FFT | 4.3.1 | $O\left(C_s N_s^2 \log N_s\right)$ |

---

$a$ With $2 \leq \zeta \leq 3$, depending on the complexity of matrix multiplication.

$b$ An FFT implementation is not possible in this case.

$c$ A steerable implementation is senseless in this case, since the complexity multiplies with a factor $C_s$.

$d$ A non-steerable implementation does not make sense in this case.
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tation score and $s_\theta = \pi/N_o$ for a $\pi$-periodic orientation score\(^1\). Table 3.1 gives
an overview of the symbols that we use to specify the sizes of orientation scores
and $SE(2)$-kernels, where we assume that the kernels are also spatially square.
In Table 3.2 an overview is given of the complexities of the different algorithms
that will be discussed in this chapter and.

The most straightforward implementation of $SE(2)$-convolution is obtained by
replacing the integrals in (3.17) by finite sums. We index the samples of the
$SE(2)$-kernel by $\Psi(x,y,l)$ with $x,y \in \{-K^H_s,\ldots,K^H_s\}$, $K^H_s = \lfloor K_s/2 \rfloor$, and $l \in \{-K^H_o,\ldots,K^H_o\}$, $K^H_o = \lfloor K_o/2 \rfloor$, assuming for simplicity that the sampled $\Psi$
has odd dimensions and the central value $\Psi(0,0,0)$ is represented by the mid-

dle sample. The samples of the orientation score are indexed by $U(x,y,l)$ with
$x,y \in \{0,1,\ldots,N_s-1\}$ and $l \in \{0,1,\ldots,N_o-1\}$. This yields

$$R(x,y,l) = \sum_{l'=-l-K^H_o}^{l+K^H_o} \sum_{x'=x-K^H_s}^{x+K^H_s} \sum_{y'=y-K^H_s}^{y+K^H_s} \mathcal{R}_{l',s_\theta}[\Psi](x-x',y-y',l-l')U_{\text{ext}}(x',y',l'), \quad (3.31)$$

where $\mathcal{R}_{l',s_\theta}[\Psi]$ denotes a rotated $SE(2)$-kernel and $U_{\text{ext}}$ denotes the sampled ori-
tation score $U$ with an extended domain, i.e. it is defined on the entire domain
$\mathbb{Z} \times \mathbb{Z} \times \mathbb{Z}$, taking into account the appropriate boundary conditions. For the ori-
tentation dimension the only appropriate boundary condition is periodic. For the
spatial dimension, however, it is less obvious what boundary condition to choose,
since all boundary conditions will create undesired discontinuities giving rise to
boundary artefacts. Usually, the zero-padding boundary condition is chosen. The
complexity of the implementation according to (3.31) is given by $O(N_oK_oN^2_sK^2_s)$.
Note that a direct implementation of an $\mathbb{R}^3$-convolution has the same complexity.

The rotated kernels $\mathcal{R}_{l',s_\theta}[\Psi]$ can be obtained in different ways. If one has an ana-
lytic formula for $\Psi$, it is most accurate to sample it for the $N_o$ required rotations
$l \cdot s_\theta$. The drawback is that this takes a large amount of memory. Alternatively, one can only sample $\Psi$ for a single orientation, and rotate the kernel using inter-
polation. In our implementation we use B-spline interpolation proposed by Unser
et al. [136]. This is an efficient interpolation algorithm consisting of a prefiltering
step with a separable infinite impulse response filter to determine the B-spline
coefficients, followed by inner product calculations with shifted B-splines to ob-
tain interpolated values. Experiments have shown that using 2nd order B-spline
interpolation leads to satisfactory interpolation results, while first order B-spline
interpolation, which amounts to linear nearest neighbor interpolation, results in
visible additional blurring of the kernel.

Alternatively, it is possible to make the algorithm more efficient using the 2D fast

\(^1\)Note that for a $\pi$-periodic $SE(2)$-convolution the convolution kernel needs to fulfill $\Psi(x,\theta) = 
\Psi(-x,\theta)$ and $\Psi(x,\theta) = \Psi(x,\theta + \pi)$ for all $(x,\theta) \in SE(2)$.
Fourier transform (FFT) algorithm, yielding

\[(\Psi \ast_{SE(2)} U)(x, y, l) = \sum_{l' = l - K_o^H}^{l + K_o^H} \text{DFT}^{-1}[\text{DFT}[\text{PAD}_{N_s^2}[\mathcal{R}_{l', s_o}[\Psi(\cdot, \cdot, l - l')]][\text{DFT}[U(\cdot, \cdot, l')]]](x, y), \quad (3.32)\]

where DFT denotes the 2D DFT cf. (3.11), which is implemented using FFT, and \(\text{PAD}_{N_s^2}\) denotes the process of padding zero-valued samples to the kernel such that it has the same spatial dimensions as the orientation score. The steps of the algorithm are:

1. 2D FFT of \(U(\cdot, \theta)\) for each sampled \(\theta\): complexity \(\mathcal{O}(N_oN_s^2 \log N_s)\).
2. For each summand in (3.32) \((K_o\) terms) and each sampled orientation \((N_o\) terms) apply a multiplication for each spatial frequency component \((N_s^2\) terms): complexity \(\mathcal{O}(K_oN_oN_s^2)\)
3. 3D inverse FFT on the result: complexity \(\mathcal{O}(N_oN_s^2 \log N_s)\)

The total complexity is \(\mathcal{O}(N_oN_s^2(\log N_s + K_o))\). Note that this is a higher complexity than the complexity of a 3D Fourier transform via the Fourier domain, because the rotation of the kernel makes it impossible to take advantage of the FFT algorithm in the orientation dimension.

### 3.4 Steerable Filters

The \(SE(2)\)-convolution involves translations and rotations of the \(SE(2)\)-kernel. In practice, translation is easy to accomplish on a sampled grid, but rotation is more cumbersome. For anisotropic filtering of images a well-known solution to the problem of rotation is to use steerable filters [56]. In this section we will explain the concept of steerability, which we will apply later on to construct steerable \(SE(2)\)-convolutions.

#### 3.4.1 Steerability

Suppose we want to filter an image \(f\) with an anisotropic filter \(h\) rotated over many different angles, i.e. we want to calculate \(f \ast_{\mathbb{R}^2} \mathcal{R}_\alpha[h]\) for many values of \(\alpha\). The straightforward approach is to use the relation \(\mathcal{R}_\alpha[h](x) = h(\mathbf{R}_\alpha^{-1})\) to sample the rotated kernel for all requested rotations and apply convolutions. If we do not have an analytic expression for \(h\), the rotated kernels then need to be obtained
by using some interpolation scheme. However, the calculation of $f \ast_{\mathbb{R}^2} R_\alpha[h]$ for many values of $\alpha$ can be made more efficient and simpler if $h$ is a steerable filter, which means that there exists a decomposition of $h$ such that

$$R_\alpha[h](x) = \sum_{j=1}^{M} k_j(\alpha) h_j(x), \quad M < \infty,$$

(3.33)

where $k_j$ are called the \textit{steering functions} and $h_j$ are the basis functions. Now we can write the convolution as

$$f \ast_{\mathbb{R}^2} \left( \sum_{j=1}^{M} k_j(\alpha) h_j \right) = \sum_{j=1}^{M} k_j(\alpha) \left( f \ast_{\mathbb{R}^2} h_j \right),$$

(3.34)

where the right-hand side is obtained by interchanging the order of the sum and the convolution operator. We observe that if we first convolve the image with all functions $h_j$, we can calculate the filter response in any orientation, simply by a linear combination with weighting coefficients $k_j(\alpha)$. In this way, it is not necessary anymore to convolve the image with the filter kernel in all required orientations, which can save a lot of computations if $M$ is sufficiently small.

The applicability of this principle is wider than rotations on $\mathbb{R}^2$ only. In all cases where an efficient, possibly approximate, decomposition cf. (3.33) exist, one can take advantage of steerability for linear convolution operations on other domains than $\mathbb{R}^2$ as well as on other operations than rotations.

### 3.4.2 Irreducible Representations

Steerability is related to irreducible representations on groups. In this subsection we will explain the notion of irreducible representations and establish the link to steerability. In our explanation, we will use matrices rather than operators for simplicity.

Suppose $v = (v_1, v_2, \ldots, v_N)$ is a vector in space $V$, in which a representation $A$ of group $G$ exists, denoted by $A_g[v] = A(g) \cdot v$ where $g \in G$ and $A$ is the matrix corresponding to the representation $A$.

Now we try to find a transformation matrix $D$ and construct a matrix $\tilde{A}$ by

$$\tilde{A}(g) = D A(g) D^{-1},$$

(3.35)

such that $\tilde{A}(g)$ is block-diagonalized \textit{as much as possible} for all values of $g$, i.e.
\( \tilde{A}(g) \) will have the following form

\[
\tilde{A}(g) = \begin{pmatrix}
\chi_1(g) & 0 & \cdots & 0 \\
0 & \chi_2(g) & \ddots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & \chi_M(g)
\end{pmatrix} = \bigoplus_{i=1}^{M} \chi_i(g), \quad M \leq N.
\] (3.36)

The submatrices \( \chi_i(g) \) along the diagonal represent irreducible representations of \( G \), which are submatrices that cannot be diagonalized any further. Vector \( \mathbf{v} \) can now be transformed as \( \tilde{\mathbf{v}} = \mathbf{D} \mathbf{v} \) and the group transformation is performed by \( A_g[\tilde{\mathbf{v}}] = \tilde{A}(g) \cdot \tilde{\mathbf{v}} \). In this way the original \( N \times N \) matrix multiplication simplifies to \( M \) matrix multiplications with the block-diagonal matrices \( \chi_i(g) \), which leads to a reduction in computational cost.

An important result from group theory is that for any commutative group, all irreducible representations are one-dimensional, so in that case \( \chi_i(\theta) \) are all “1×1 submatrices”. For the 2D rotation group \( SO(2) \), all 1D irreducible representations have the form

\[
\chi_m(\alpha) = e^{-ima} \quad \text{with} \quad m \in \mathbb{Z},
\] (3.37)

where it depends on the rotational properties of the object which values of \( m \) occur. For \( SO(2) \) the angular Fourier series cf. (3.5) plays the same role as the transformation matrix \( \mathbf{D} \) in the explanation above. The angular Fourier coefficients \( \mathcal{F}_T[R_\alpha[f]]_m \) represent the function \( f : \mathbb{T} \rightarrow \mathbb{C} \) in such a way that rotation is achieved by multiplication with the 1D irreducible representations of \( SO(2) \), i.e.

\[
\mathcal{F}_T[R_\alpha[f]]_m = \frac{1}{\sqrt{2\pi}} \int_{0}^{2\pi} f(\theta - \alpha) e^{-ima} d\theta \quad \text{(subst. } \theta = \theta' + \alpha)
\]

\[
= \frac{1}{\sqrt{2\pi}} \int_{0}^{2\pi} f(\theta') e^{-im(\theta' + \alpha)} d\theta' = e^{-ima} \mathcal{F}_T[f]_m = \chi_m(\alpha) \mathcal{F}_T[f]_m.
\] (3.38)

An object (e.g. a filter) is steerable if a finite amount of irreducible representations are needed to rotate the object. Steerable filters can therefore be constructed by using the irreducible representations of the group as the steering functions cf. (3.33). For example, a kernel \( h : \mathbb{R}^2 \rightarrow \mathbb{R} \) can be made steerable by writing it in polar coordinates \( \hat{h}(r, \phi) = h(r \cos \phi, r \sin \phi) \) and decomposing as follows

\[
R_\alpha[h](x) = \sum_{m=-M}^{M} \mathcal{F}_T[\hat{h}(r, \cdot)]_m e^{im\phi} \left. \frac{\chi_m(\alpha)}{\mathcal{F}_T[h](x)} \langle h_m(x) \rangle \right. \] (3.39)

If \( h \) is angularly bandlimited, so \( M < \infty \) then \( h \) is a steerable filter.
3.5 Orientation Scores and Steerability

In this section, we will first derive how the $SE(2)$-convolution can be made steerable. Then, we will discuss implementational details and consider the computational complexity. Subsequently, we will establish the relation between steerable $SE(2)$-convolution and the Fourier transform on $SE(2)$. Finally, we will discuss the consequences of sampling in the orientation dimension on the choices of orientation score construction kernel $\psi$ and $SE(2)$-kernel $\Psi$.

In this section we will write functions $SE(2) \to \mathbb{C}$, such as the $SE(2)$-kernel $\Psi$, in both spatially Cartesian coordinates $\Psi(x, \theta) = \Psi(x, y, \theta)$ and spatially polar coordinates $\Psi(r, \phi, \theta)$ where $x = (r \cos \phi, r \sin \phi)$. In the notation, the coordinate system in use is disambiguated by the use of the symbols $(x, y)$ and $(r, \phi)$ respectively.

3.5.1 Steerable $SE(2)$-Convolution

In polar coordinates, the rotation of an $SE(2)$-kernel $\Psi$ is given by $R_\alpha[\Psi](r, \phi, \theta) = \Psi(r, \phi - \alpha, \theta - \alpha)$. Note that due to the group structure the rotations of $\phi$ and $\theta$ are coupled, meaning that it is senseless to consider cases where two separate rotations are applied in the $\phi$-dimension and the $\theta$-dimension.

To make an $SE(2)$-kernel steerable, we apply an angular Fourier series decomposition in both $\phi$ and $\theta$. We define the full-angular Fourier decomposition $S : (SE(2) \to \mathbb{C}) \to (\mathbb{Z} \times \mathbb{Z} \times \mathbb{R}^+ \to \mathbb{C})$:

$$S[\Psi]_{m_o, m_s}(r) = \frac{1}{2\pi} \int_0^{2\pi} \int_0^{2\pi} \Psi(r, \phi, \theta) e^{-i(m_s - m_o)\phi + m_o \theta} d\theta d\phi, \quad (3.40)$$

$$S^{-1}[\hat{\Psi}](r, \phi, \theta) = \frac{1}{2\pi} \sum_{m_s \in \mathbb{Z}} \sum_{m_o \in \mathbb{Z}} \hat{\Psi}_{m_o, m_s}(r) e^{i(m_s - m_o)\phi + m_o \theta}, \quad (3.41)$$

where $m_o$ refers to the frequency components in the orientation dimension, and $m_s - m_o$ refers to the angular frequency components in the spatial dimension. Figure 3.2 gives a graphical intuition of these frequency components. The advantage of the convention $m_s - m_o$ for spatial-angular frequency components, instead of $m_s$, is that rotation of $S[\Psi]_{m_o, m_s}$ is achieved by multiplication with $e^{-im_o \theta}$, i.e. only dependent on $m_o$. This convention is also more convenient when considering orientationally bandlimited orientation scores (see Subsection 3.5.3) and it is more consistent with the Fourier transform on $SE(2)$ (see Section 3.6).
Figure 3.2: Schematic view of the orientation-angular and spatial-angular frequency components of an $SE(2)$-kernel. The orientation-angular frequency components represent the frequencies in the $\theta$-dimension and are indexed by $m_\alpha$. The spatial-angular frequency components represent the frequency components over a circle in the $x, y$ plane. Note that in our convention, the latter frequency components are indexed by $m_s - m_\alpha$ rather than $m_s$, i.e. the indexation is different for each fixed value of orientation-angular frequency $m_\alpha$. In the picture we just display 2 arbitrary frequency components (namely $m_\alpha = 2$ and $m_s - m_\alpha = 8$), where the black and gray curves show the cosine and sine parts respectively.
Next, we also define the orientation-angular Fourier decomposition $F_\theta : (SE(2) \to \mathbb{C}) \to (\mathbb{Z} \times \mathbb{R}^+ \times \mathbb{T} \to \mathbb{C})$:

$$F_\theta[\Psi]_{m_o}(r, \phi) = F_{\Psi}[\Psi(r, \phi, \cdot)]_{m_o} = \frac{1}{\sqrt{2\pi}} \int_0^{2\pi} \Psi(r, \phi, \theta)e^{-im_\theta} d\theta,$$  \hspace{1cm} (3.42)

$$F_\theta^{-1}[\hat{\Psi}](r, \phi, \theta) = \frac{1}{\sqrt{2\pi}} \sum_{m_o \in \mathbb{Z}} \hat{\Psi}_{m_o}(r, \phi)e^{im_\theta}. \hspace{1cm} (3.43)$$

The reason to define $F_\theta$ is to avoid the notational clutter that is needed to specify on which argument of a function on $SE(2)$ the angular Fourier decomposition needs to be performed.

The basis functions that we will use to steer the $SE(2)$-convolution are defined by $C[\Psi] : \mathbb{Z} \times \mathbb{Z} \times \mathbb{R}^2 \to \mathbb{C}$

$$C[\Psi]_{m_o, m_s}(x) = \frac{1}{\sqrt{2\pi}} S[\Psi]_{m_o, m_s}(r)e^{i(m_s - m_o)\phi} \text{ with } x = (r \cos \phi, r \sin \phi).$$  \hspace{1cm} (3.44)

These basis functions will further on be called steerable components. The relation with $F_\theta[\Psi]$ cf. (3.42) is given by

$$\sum_{m_s \in \mathbb{Z}} C[\Psi]_{m_o, m_s}(x) = F_\theta[\Psi]_{m_o}(x), \hspace{1cm} (3.45)$$

and the kernel $\Psi$ is obtained by

$$\Psi(x, \theta) = \frac{1}{\sqrt{2\pi}} \sum_{m_s \in \mathbb{Z}} \sum_{m_o \in \mathbb{Z}} C[\Psi]_{m_o, m_s}(x)e^{im_\theta}. \hspace{1cm} (3.46)$$

A rotated kernel $R_\alpha[\Psi]$ is constructed by

$$R_\alpha[\Psi](x, \theta) = \frac{1}{\sqrt{2\pi}} \sum_{m_s \in \mathbb{Z}} e^{-im_\alpha} \sum_{m_o \in \mathbb{Z}} C[\Psi]_{m_o, m_s}(x)e^{im_\theta}. \hspace{1cm} (3.47)$$

Kernel $\Psi$ is steerable if the number of components in both sums is finite. For notational simplicity, we will write $\sum_{m \in \mathbb{Z}}$, leaving out the explicit specification of the angular frequency bounds.
To make the $SE(2)$-convolution steerable we insert (3.47) into (3.17), yielding

$$(\Psi \ast SE(2) U)(x, \theta)$$

$$= \int_{\mathbb{R}^2} \int_{0}^{2\pi} \left( \frac{1}{\sqrt{2\pi}} \sum_{m_o \in \mathbb{Z}} C[\Psi]_{m_o, m_s}(x - x') e^{im_o \theta'} \right) U(x', \theta') d\theta' dx'$$

$$= \sum_{m_o \in \mathbb{Z}} \sum_{m_s \in \mathbb{Z}} \int_{\mathbb{R}^2} C[\Psi]_{m_o, m_s}(x - x') \left( \int_{0}^{2\pi} \frac{1}{\sqrt{2\pi}} e^{-im_o \theta'} U(x', \theta') d\theta' \right) dx'$$

$$= \sum_{m_o \in \mathbb{Z}} \sum_{m_s \in \mathbb{Z}} \left( C[\Psi]_{m_o, m_s} *_{\mathbb{R}^2} F_{\theta}[U]_{m_s} \right)(x)$$

$$= \sqrt{2\pi} F_{\theta}^{-1} \left[ \sum_{m_o \in \mathbb{Z}} \left( C[\Psi]_{m_o, m_s} *_{\mathbb{R}^2} F_{\theta}[U]_{m_s} \right)(x) \right](\theta).$$

(3.48)

This derivation shows that we can convert an $SE(2)$-convolution into a sum of ordinary 2D convolutions. This is beneficial for implementations, since it is easier to implement and no interpolations need to be performed in contrast to the method of Subsection 3.3.3. Furthermore it is computationally more efficient, depending on the number of nonzero components in $\sum_{m_o \in \mathbb{Z}}$ and $\sum_{m_s \in \mathbb{Z}}$, as discussed in the next subsection. By applying $F_{\theta}$ on both sides, we can rewrite the latter equation as

$$F_{\theta}[\Psi \ast SE(2) U]_{m_o}(x) = \sqrt{2\pi} \sum_{m_s \in \mathbb{Z}} \left( C[\Psi]_{m_o, m_s} *_{\mathbb{R}^2} F_{\theta}[U]_{m_s} \right)(x),$$

(3.49)

We can also use the standard convolution theorem on $\mathbb{R}^2$ to rewrite equation (3.48) using 2D Fourier transforms

$$(\Psi \ast SE(2) U)(x, \theta)$$

$$= (2\pi)^{\frac{3}{2}} F_{\theta}^{-1} \left[ F_{\mathbb{R}^2}^{-1} \left[ \sum_{m_s \in \mathbb{Z}} F_{\mathbb{R}^2}[C[\Psi]_{m_o, m_s}] F_{\mathbb{R}^2}[F_{\theta}[U]_{m_s}] \right](x) \right](\theta),$$

(3.50)

where we note that using equation (3.15) and (3.44) we can write

$$F_{\mathbb{R}^2}[C[\Psi]_{m_o, m_s}](\rho \cos \varphi, \rho \sin \varphi) = \sqrt{2\pi} H_{m_s - m_o} [S[\Psi]_{m_o, m_s}](\rho) e^{i(m_s - m_o)\varphi}.$$  (3.51)

The latter equation is useful if we have an analytic expressions for $S[\Psi]_{m_o, m_s}$ for which an analytical Hankel transform exists. In that case we can directly sample the steerable components in the Fourier domain.
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3.5.2 Implementation of Steerable $SE(2)$-Convolution

In this subsection we will discuss possible implementations of the steerable $SE(2)$-convolution and their complexities. In the estimates for algorithmic complexity, we will not take into account the time it takes to numerically calculate the steerable components $C[\Psi]_{m_o,m_s}$ from $\Psi$, because for many kernels it is possible to find these expressions analytically. Furthermore, in many practical cases multiple $SE(2)$-convolutions with the same kernel have to be applied, so it only needs to be calculated once.

From (3.48) it is straightforward to implement the steerable $SE(2)$-convolution. Let $C_s$ denote the number of values of $m_s$ for which $C[\Psi]_{m_o,m_s}$ is nonzero and let $C_o$ denote the number of values of $m_o$ for which $C[\Psi]_{m_o,m_s}$ is nonzero. Given that we have all steerable components $C[\Psi]_{m_o,m_s}$ at hand, the algorithm consists of the following steps

1. FFT in orientation dimension on $U$, i.e. $U \mapsto \mathcal{F}_\theta[U]_{m_s}$, cf. (3.42): complexity $\mathcal{O} (N_oN_s^2 \log N_s)$;

2. For each nonzero steerable component $C[\Psi]_{m_o,m_s}$ (i.e. $C_oC_s$ terms) perform a spatial $\mathbb{R}^2$-convolution and sum over $m_s$, cf. (3.49): $\mathcal{O} (C_oC_sN_s^2K_s^2)$;

3. Inverse FFT in orientation dimension on the result, cf. (3.43): $\mathcal{O} (N_oN_s^2 \log N_s)$.

The $C_oC_s$ convolutions on $\mathbb{R}^2$ have the highest complexity, so the total complexity is given by $\mathcal{O} (C_oC_sN_s^2K_s^2)$.

For larger spatial kernels it is more efficient to perform the $\mathbb{R}^2$-convolutions via the Fourier domain, cf. (3.50). In that case the algorithm consists of the following steps

1. 3D FFT of $U$, i.e. $U \mapsto \mathcal{F}_{\mathbb{R}^2}[\mathcal{F}_\theta[U]_{m_s}]$: complexity $\mathcal{O} (N_oN_s^2 \log N_s)$, assuming $N_s \geq N_o$;

2. For each fourier-transformed nonzero steerable component $\mathcal{F}_{\mathbb{R}^2}[C[\Psi]_{m_o,m_s}]$ (i.e. $C_oC_s$ terms) perform a multiplication for each spatial frequency component ($N_s^2$ terms) and sum over $m_o$: $\mathcal{O} (C_oC_sN_s^2)$;

3. 3D inverse FFT on the result, i.e. $\mathcal{F}_{\mathbb{R}^2}^{-1} \circ \mathcal{F}_\theta^{-1}$: $\mathcal{O} (N_oN_s^2 \log N_s)$.

The total complexity in this case is $\mathcal{O} (N_s^2(N_o \log N_s + C_oC_s))$, where the dominant term depends on the values of $N_o \log N_s$ and $C_oC_s$.

An overview of complexities for the different implementations is given in Table 3.2. Clearly, the non-steerable (described in Subsection 3.3.3) and steerable
FFT implementations described in this subsection have the lowest computational complexity. Besides the standard reduction achieved by FFT, an additional reduction in complexity is achieved since the FFTs on $U$ can be applied once instead of for each summand in (3.32) resp. (3.50). Which of the two FFT implementations is most efficient depends on the terms $N_o K_o$ resp $C_o C_s$. If $C_o = N_o$ and $C_s = N_o$ and the number of samples in orientation dimension $K_o < N_o$, the non-steerable implementation will be faster, while if the number of steerable components $C_o$ are $C_s$ are limited, the steerable implementation will be faster.

If one does not have an analytical expression for the steerable components $C[Ψ]_{m_o, m_s}$, once can use the following numerical recipe to obtain these components from a Cartesian sampled kernel $Ψ(x, y, l)$

1. Polar resampling using some interpolation scheme, leading to a sampled $Ψ(r, φ, l)$ where $r$ and $φ$ are equidistantly sampled an $x = (r \cos φ, r \sin φ)$;
2. Apply 1D FFTs in the orientation dimension, padded with zeroes to have $N_o$ samples, to obtain $F_θ[Ψ]_{m_o}$ cf. (3.42);
3. Apply 1D FFTs in the $φ$ dimension to obtain $S[Ψ]_{m_o, m_s}$ cf. (3.40);
4. Sample each nonzero $S[Ψ]_{m_o, m_s}(r)e^{i(m_s - m_o)φ}$ on the Cartesian grid to obtain $C[Ψ]_{m_o, m_s}$ cf. (3.44).

The complexity of these numerical calculations is $O(K_o^2 N_o I) + O(K_s^2 N_o \log N_o) + O(C_o C_s K_o^2)$ where $I$ denotes the complexity of a single interpolation. In case one needs $F_{ℝ^2}[C[Ψ]_{m_o, m_s}]$ the recipe becomes

1. Perform step 1, 2, and 3 of the previous recipe;
2. Apply the Hankel transform in $r$ direction (padded with zeroes to have $N_s$ samples) to obtain $H_{m_s - m_o}[S[Ψ]_{m_o, m_s}]$ cf. (3.13);
3. Sample each nonzero $H_{m_s - m_o}[S[Ψ]_{m_o, m_s}](ρ)e^{i(m_s - m_o)φ}$ on the Cartesian frequency grid $ω = ρ(\cos φ, \sin φ)$ to obtain $F_{ℝ^2}[C[Ψ]_{m_o, m_s}]$.

The complexity of these numerical calculations is $O(K_o^2 N_o I) + O(K_s^2 N_o \log N_o) + O(C_o C_s N_s^2)$ where $I$ denotes the complexity of a single interpolation.

### 3.5.3 Considerations on Sampling the Orientation Dimension

Since we sample the orientation dimension using $N_o$ equidistant samples, the sampling theorem (or Nyquist theorem) states that the orientation-angular frequency components $F_θ[U]_{m_o}$ are bandlimited by $M_o \leq N_o/2$. This naturally
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poses requirements on both the orientation score construction kernel \( \psi \) and the \( SE(2) \)-kernel \( \Psi \), which we will explain in the following subsections.

### 3.5.3.1 Sampling Theorem on Orientation Score Construction Kernels

Remember from Subsection 3.4.1 how we can create steerable kernels \( \mathbb{R}^2 \rightarrow \mathbb{C} \). If we decompose the wavelet construction kernel \( \psi \) in \( 2M + 1 \) steerable components \( \psi_m \), the orientation score construction formula (2.6) becomes

\[
U_f(x, \theta) = \sum_{m=-M}^{M} e^{-im\theta}((\psi_m \ast f)(x)).
\] (3.52)

From the latter equation we observe that \( M \) determines the orientation-angular bandwidth (due to the term \( e^{-im\theta} \)). Therefore, \( \psi \) should be a steerable filter in “the classical sense” (Subsection 3.4.1) with spatial-angular bandwidth \( M \leq \frac{N_o}{2} \). If we ignore this requirement one can still construct (invertible) orientation scores, but one might observe aliasing in orientation columns because \( e^{-im\theta} \) for \( m > \frac{N_o}{2} \) cannot be appropriately sampled\(^2\).

Note that a steerable kernel \( \psi \) with spatial-angular bandwidth \( M \) ensures that \( \mathcal{F}_\theta[U_f]|_{m_o} = \mathcal{F}_\theta[U_f(r, \phi, \cdot)]|_{m_o} \) is nonzero only for \( |m_o| \leq M \), i.e. orientation-angularly bandlimited. However, it does not ensure that \( \mathcal{F}_\theta[U_f(r, \cdot)]|_{m_s-m_o} \) is band-limited, i.e. spatial-angular bandlimited. If the spatial-angular frequency components of \( f, \mathcal{F}_\theta[f(r, \cdot)] \), are band-limited by \( |k| \leq K \), then using (3.16) we find that \( |m_s-m_o| \leq K + M \).

### 3.5.3.2 Sampling Theorem on \( SE(2) \)-Kernels

We can also find bounds for the angular bandwidth of an \( SE(2) \)-kernel. The \( SE(2) \)-kernel should not contain frequencies above these bounds, because the truncation of frequencies due to the sampling will cause aliasing. Suppose that the input orientation score \( U \) is orientation-angularly bandlimited by \( |m_o| \leq M_o \leq \frac{N_o}{2} \) and that the resulting orientation score should have the same bandwidth, which makes sense if we take the same number of orientations for the input and the output. Then, from (3.50) we get two bounds for the bandwidth of \( \Psi \):

\[
-M_o \leq m_o \leq M_o, \quad \text{and} \quad -M_o \leq m_s \leq M_o,
\] (3.53)

where the left inequality follows from the bandwidth of the result \( \Psi*_{SE(2)}U \) and the right inequality follows from the bandwidth of the input \( U \). This important result means that, according to the sampling theorem in the orientation dimension,

\(^2\)It should be noted that the kernels \( \psi \) defined in Subsection 2.4.1 are not exactly steerable, however by choosing the right parameters the responses for \( m > \frac{N_o}{2} \) are ensured to be relatively small so this does not lead to significant aliasing problems.
all $SE(2)$-kernels should be steerable kernels with $|m_o| \leq N_o/2$ and $|m_s| \leq N_o/2$.

In case of an analytic kernel $\Psi$ which is not steerable by itself, i.e. not angularly bandlimited, the question is whether it is more reliable to use a steerable or a non-steerable $SE(2)$-convolution. The complexities of both approaches are the same if we take a steerable $SE(2)$-convolution with $M_s = M_o = N_o/2$. However, given the fact that we have sampled the orientation dimension and given the fact that the kernel (for example Figure 3.3(a)) is not angularly bandlimited, the steerable implementation with truncated steerable components will result in Gibbs oscillations on anisotropic signals of the form $U(x, y, \theta) = \delta(x)\delta(y)\delta(\theta)$ (see Figure 3.3(b)), while the response on isotropic signals of the form $U(x, y, \theta) = \delta(x)\delta(y)$ will be perfectly isotropic (see Figure 3.3(d)).

On the other hand, when “naively” sampling the $SE(2)$-kernel and using a non-steerable implementation, for signals $U(x, y, \theta) = \delta(x)\delta(y)\delta(\theta)$ no Gibbs artefacts will occur (see Figure 3.3(a)). However, the response on a signal $U(x, y, \theta) = \delta(x)\delta(y)$ will not be isotropic at all: we observe aliasing artefacts since we sample angular frequencies above the Nyquist bound (see Figure 3.3(c)). In conclusion, it is in principle preferable to use the steerable implementation, in order to have full “control” over the occurrence of Gibbs oscillations and aliasing artefacts.

### 3.6 Steerable $SE(2)$-Convolution and the Fourier Transform on $SE(2)$

In this section we will introduce the Fourier transform on $SE(2)$ and describe how it is implemented in [22]. Similar to convolutions on $\mathbb{R}^n$, $SE(2)$-convolutions can be computed using the $SE(2)$-Fourier transform and the convolution theorem on $SE(2)$ that will be provided in this subsection. We will study how this approach relates to steerable $SE(2)$-convolution. By explicitly rewriting the convolution theorem on $SE(2)$ to the expression for steerable $SE(2)$-convolution cf. (3.50), we make apparent what the difference between the two approaches is, showing that the steerable $SE(2)$-convolution is more efficient since unnecessary calculation steps are omitted.

#### 3.6.1 The Fourier Transform on $SE(2)$

As mentioned in Subsection 3.4.1, the irreducible representations of $SE(2)$ are multi-dimensional. In principle they are even infinite-dimensional, but if one assumes a certain orientation-angular and spatial-angular bandlimit they become finite-dimensional and can be represented as matrices. Expressing group elements
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(a) Non-steerable $K$
(b) Steerable $K$
(c) Non-steerable convolution with $\delta_x\delta_y$
(d) Steerable convolution with $\delta_x\delta_y$

Figure 3.3: Illustration of Gibbs oscillations and aliasing artefacts in orientation scores. (a) Shows the $\theta$-marginal of the stochastic completion kernel cf. (3.78), i.e. $\int_0^{2\pi} K_{\sigma,\lambda}(x,\theta)d\theta$, with $\sigma = 0.03$ and $\lambda = 0.02$, sampled on a $64 \times 64$ grid. To make this kernel steerable one needs to truncate the steerable components, which is shown in (b) for the case $M_o \leq 7$. Clearly, Gibbs oscillations occur due to the truncation of the angular frequencies. Notice that a non-steerable $SE(2)$ convolution of (a) with $\delta_x\delta_y\delta_\theta$ renders (a) again, while a steerable $SE(2)$ convolution of (b) with $\delta_x\delta_y\delta_\theta$ renders (b) again. (c) Shows the $\theta$-marginal of the non-steerable convolution of (a) with an “isotropic” orientation score $\delta_x\delta_y$ sampled with 16 orientations and spatial size $44 \times 44$. In theory, this should render a perfectly isotropic result. However, since kernel (a) is not angularly bandlimited, Equation (3.53) is not satisfied, giving rise to aliasing artefacts. For the steerable convolution with $M_o \leq 7$ equation (3.53) is satisfied, rendering the isotropic result of (d).
in polar coordinates, i.e. $g = (r, \phi, \theta)$, the unitary irreducible matrix representations of $SE(2)$ are given by (following [22, Section 10.2])

$$\Theta^\rho_{m_s m_o}(r, \phi, \theta) = \frac{(-i)^{m_o - m_s}}{2\pi} e^{i(m_s - m_o)\phi + im_o\theta} J_{m_o - m_s}(\rho r),$$  \hspace{1cm} (3.54)

where $\rho \in \mathbb{R}^+$ is identified with the radius in the Fourier domain ($\rho = \|\omega\|$) and "enumerates" the matrices of irreducible representations. The indices $m_s$ and $m_o$ enumerate the columns resp. rows of these matrices. In the notation $\Theta^\rho_{m_s m_o}$, $\rho$ is just an upper index and should not be confused with taking a power $\rho$.

Following [22], the Fourier transform on $SE(2)$ is given by

$$F_{SE(2)}[\Psi]_{m_o, m_s}(\rho) = \int_{SE(2)} \Psi(g) \Theta^\rho_{m_o, m_s}(g^{-1}) dg.$$  \hspace{1cm} (3.55)

The inverse Fourier transform on $SE(2)$ of $\hat{\Psi} = F_{SE(2)}[\Psi]$ is given by

$$F^{-1}_{SE(2)}(\hat{\Psi}) = \int_0^\infty \sum_{m_o \in \mathbb{Z}} \sum_{m_s \in \mathbb{Z}} (\hat{\Psi}(\rho))_{m_o, m_s} (\Theta^\rho_{m_o, m_s}(g)) \rho d\rho.$$  \hspace{1cm} (3.56)

By inserting the expression for the irreducible representations in (3.55) and (3.56) and using the relations $g^{-1} = (r, \phi, \theta)^{-1} = (r, \phi + \pi - \theta, \theta)$ and $J_{-m}(\rho r) = (-1)^m J_m(\rho r)$, we find as explicit expression of the Fourier transform on $SE(2)$

$$F_{SE(2)}[\Psi]_{m_o, m_s}(\rho) = \frac{i^{m_s - m_o}}{2\pi} \int_0^\infty \int_0^{2\pi} \int_0^{2\pi} \Psi(r, \phi, \theta) e^{-i(m_s - m_o)\phi - im_o\theta} J_{m_o - m_s}(\rho r) r dr,$$  \hspace{1cm} (3.57)

and the inverse is given by

$$F^{-1}_{SE(2)}[\Psi](r, \phi, \theta) = \sum_{m_o \in \mathbb{Z}} \sum_{m_s \in \mathbb{Z}} \frac{(-i)^{m_s - m_o}}{2\pi} \int_0^\infty \hat{\Psi}_{m_o, m_s}(\rho) e^{i(m_s - m_o)\phi + im_o\theta} J_{m_o - m_s}(\rho r) \rho d\rho.$$  \hspace{1cm} (3.58)

### 3.6.2 Implementation of a Fast $SE(2)$-Fourier Transform

Chirikjian [22, Section 11.2] proposes to implement the Fourier transform on $SE(2)$ of an orientation score $U(x, \theta)$ using the following steps

---

\[^3\] where we use a slightly different convention concerning factors and minus signs to make it consistent with the rest of this chapter.
1. Fourier transform (FFT) in the spatial plane followed by resampling (by interpolation) the Fourier domain in polar coordinates, i.e. numeric calculation of
\[
\hat{U}(\rho, \varphi, \theta) = \frac{1}{2\pi} \int \int U(x, y, \theta) e^{i(x\rho \cos \varphi + y\rho \sin \varphi)} dx \, dy, \tag{3.59}
\]
where \(\rho\) is the irreducible representation, which coincides with a circle with radius \(\rho\) in the spatial Fourier domain, and \(\varphi\) is the angle in the spatial Fourier domain.

2. Apply orientation-angular Fourier decomposition using FFT
\[
\hat{U}_{m_\alpha}(\rho, \varphi) = \frac{1}{\sqrt{2\pi}} \int_0^{2\pi} \hat{U}(\rho, \varphi, \theta) e^{im_\alpha \theta} d\theta. \tag{3.60}
\]

3. Apply spatial-angular Fourier decomposition using FFT
\[
\mathcal{F}_{SE(2)}[U]_{m_\alpha, m_\nu}(\rho) = \frac{1}{\sqrt{2\pi}} \int_0^{2\pi} \left[ \hat{U}_{m_\alpha}(\rho, \varphi) e^{-im_\nu \varphi} \right] e^{im_\nu \varphi} d\varphi. \tag{3.61}
\]

The inverse transformation is simply achieved by reversing all steps. The complexity is \(O(N_o N_s^2 \log N_s) + O(N_o N_s^2 I)\) where \(I\) denotes the complexity of a single interpolation. If B-spline interpolation is used \(I = k^2\) where \(k\) is the spline order, while if the more accurate Fourier interpolation is used then \(I = (\log N_s)^2\), see [22, Section 11.1].

### 3.6.3 \(SE(2)\)-Convolution Implementation using Fast \(SE(2)\)-Fourier Transforms

Following [22, Section 10.4] the convolution theorem on \(SE(2)\) is given by
\[
\mathcal{F}_{SE(2)}[\Psi *_{SE(2)} U]_{m_\alpha, m_\nu}(\rho) = (2\pi)^2 \sum_{n \in \mathbb{Z}} \mathcal{F}_{SE(2)}[\Psi]_{m_\alpha, n}(\rho) \mathcal{F}_{SE(2)}[U]_{n, m_\nu}(\rho). \tag{3.62}
\]

The \(SE(2)\)-convolution can be computed using this equation. The implementation involves \(SE(2)\)-Fourier transforms of \(\Psi\) and \(U\) using the algorithm described in the previous subsection, followed by multiplication in the \(SE(2)\)-Fourier domain, which involves \(N_s^4\) matrix multiplications of matrices with size \(N_o^2\), rather than scale multiplications. Finally, the inverse \(SE(2)\)-Fourier transform is applied to get the result of the \(SE(2)\)-convolution.
Matrix multiplication has a complexity of $O\left(N_o^\zeta\right)$ with $2 \leq \zeta \leq 3$, that is, a naive implementation yields $\zeta = 3$ but algorithms exist that are asymptotically faster such as the Strassen algorithm [128] with $\zeta = \log_2 7$, and the Coppersmith–Winograd algorithm [25] with $\zeta = 2.376$. These algorithms are only faster on larger matrices, depending on the implementation and hardware architecture. The lower bound $2 \leq \zeta$ is only a theoretical lower bound since this is the least complexity needed to iterate through all matrix elements.

Therefore, the multiplication step in (3.62) has a complexity of $O\left(N_s^2 N_o^\zeta\right)$ with $2 \leq \zeta \leq 3$. In case of spline interpolation the total complexity becomes $O\left(N_s^2 \left(N_o \log N_s + N_o^\zeta\right)\right)$, where the spline order $k$ is not taken into account as it is not relevant for this complexity estimate. Given that $C_s = C_o = N_o$, or assuming that computations are not performed for coefficients of $F_{SE(2)}[U]_{m_o,m_s}$ that are known to be zero, this is the same complexity as for the steerable $SE(2)$-convolution approach cf. Subsection 3.5.2. The total complexity with Fourier interpolation becomes $O\left(N_s^2 \left(N_o (\log N_s)^2 + N_o^\zeta\right)\right)$, which is higher than the complexity for steerable $SE(2)$-convolution. All complexity estimates are tabulated in Table 3.2.

### 3.6.4 From $SE(2)$-Fourier to Steerable $SE(2)$-Convolution

In this subsection we will rewrite the latter equation (3.62) to a steerable $SE(2)$-convolution cf. (3.50), which will make the relation between the two apparent.

First, we observe that the $SE(2)$-Fourier transform cf. (3.57) can be rewritten as a concatenation of the $S[\Psi]$ operation cf. (3.40) and the Hankel transform cf. (3.13), i.e.

$$F_{SE(2)}[\Psi]_{m_o,m_s}(\rho) = H_{m_s-m_o} \left[ S[\Psi]_{m_o,m_s} \right](\rho),$$

(3.63)

which, by multiplying with $e^{i(m_s-m_o)\varphi}$ and using (3.51), can be rewritten as

$$F_{SE(2)}[\Psi]_{m_o,m_s}(\rho)e^{i(m_s-m_o)\varphi} = \frac{1}{\sqrt{2\pi}} F_{\mathbb{R}^2}[C[S[\Psi]_{m_o,m_s}]](\rho \cos \varphi, \rho \sin \varphi).$$

(3.64)

If we multiply both sides of (3.62) with $e^{i(m_s-m_o)\varphi}$ and use the latter equation (3.64), we obtain

$$F_{\mathbb{R}^2}[C[S_{SE(2)}U]_{m_o,m_s}](\omega) = (2\pi)^{\frac{3}{2}} \sum_{n \in \mathbb{Z}} F_{\mathbb{R}^2}[C[S[\Psi]_{m_o,n}]](\omega) F_{\mathbb{R}^2}[C[U]_{n,m_s}](\omega),$$

(3.65)

with $\omega = (\rho \cos \varphi, \rho \sin \varphi)$. 

Next, we sum both sides of (3.65) over index variable $m_s$,

$$\sum_{m_s \in \mathbb{Z}} \mathcal{F}_{\mathbb{R}^2}[\mathcal{C}[\Psi \ast SE(2)U]_{m_o,m_s}](\omega) = (2\pi)^3 \sum_{n \in \mathbb{Z}} \left( \mathcal{F}_{\mathbb{R}^2}[\mathcal{C}[\Psi]_{m_o,n}](\omega) \sum_{m_s \in \mathbb{Z}} \mathcal{F}_{\mathbb{R}^2}[\mathcal{C}[U]_{n,m_s}](\omega) \right),$$  (3.66)

and we apply equation (3.45) on both the left-hand side of the latter equation as well as the right part of the right-hand side, yielding

$$\mathcal{F}_{\mathbb{R}^2}[\mathcal{F}_\theta[\Psi \ast SE(2)U]_{m_o}](\omega) = (2\pi)^3 \sum_{n \in \mathbb{Z}} \mathcal{F}_{\mathbb{R}^2}[\mathcal{C}[\Psi]_{m_o,n}](\omega) \mathcal{F}_{\mathbb{R}^2}[\mathcal{F}_\theta[U]_{n}](\omega),$$  (3.67)

Applying $\mathcal{F}^{-1}_{\mathbb{R}^2}$ and $\mathcal{F}^{-1}_\theta$ on both sides yields

$$(\Psi \ast SE(2)U)(x,\theta) = (2\pi)^3 \mathcal{F}^{-1}_\theta \left[ \mathcal{F}^{-1}_{\mathbb{R}^2} \left[ \mathcal{F}_{\mathbb{R}^2}[\mathcal{C}[\Psi]_{m_o,n} \mathcal{F}_{\mathbb{R}^2}[\mathcal{F}_\theta[U]_{n}]](x) \right] (\theta) \right],$$  (3.68)

which is exactly the same equation as the steerable $SE(2)$-convolution cf. (3.50).

Comparing an $SE(2)$-convolution implementation that uses (a) the convolution theorem approach cf. Subsection 3.6.3 and (b) the steerable $SE(2)$-convolution cf. (3.50) implementation, we observe that in approach (a) one applies full-angular Fourier decomposition on orientation score $U$, which amounts to step 1 and step 3 of the $SE(2)$-Fourier algorithm in Subsection 3.6.2, and to obtain the final result this operation has to be inverted. These steps are omitted in (b), leading to a reduction in the number of computations and a reduction in complexity, see Table 3.2. Furthermore, the fact that the Cartesian to polar grid interpolation and vice versa is not needed in case of steerable $SE(2)$-convolution is an advantage.

### 3.7 Special Cases of $SE(2)$-convolution

In this section we will consider useful special cases of $SE(2)$-convolutions. Each of these special cases leads to a simplification of the (steerable) $SE(2)$-convolution that can be exploited to gain efficiency.

#### 3.7.1 $\pi$-Periodic Orientation Scores

If one is only interested in segmentation or enhancement of $180^\circ$-symmetric structures, such as lines and / or ridges, it is sufficient to consider orientation scores
with a period $\pi$ rather than $2\pi$. In this case, the orientation-angular Fourier decomposition $\mathcal{F}_\theta[U]_{m_0}$ is zero for all odd $m_0$. Consequently, by considering equation (3.49), we see that the steerable components $C[\Psi]_{m_0,m_s}$ are irrelevant for all odd values of $m_s$, so one should restrict to kernels with $C[\Psi]_{m_0,m_s} = 0$ for all odd values of $m_s$. If the result is also required to be $\pi$-periodic then the steerable components must also be zero for all odd values of $m_0$.

In conclusion, for $\pi$-periodic steerable $SE(2)$-convolutions, we only have nonzero even orientation-angular and spatial-angular frequency components, which leads to a gain in speed between a factor 2 and 4, since $N_o$, $C_o$, and $C_s$ are halved.

### 3.7.2 Real-valued Orientation Scores and $SE(2)$-Kernels

In case of real-valued orientation orientation scores $U$ we have the relation

$$U = \mathcal{U} \rightarrow \mathcal{F}_\theta[U]_{m_0} = \mathcal{F}_\theta[U]_{-m_0}.$$  \hspace{1cm} (3.69)

For real-valued steerable components $C[\Psi]_{m_0,m_s}$ we have the relations (cf. (3.44))

$$S[\Psi]_{m_0,m_s} = S[\Psi]_{-m_0,-m_s}, \text{ so } C[\Psi]_{m_0,m_s} = C[\Psi]_{-m_0,-m_s}. \hspace{1cm} (3.70)$$

Using these relations we can rewrite the steerable $SE(2)$-convolution of (3.48) as

$$(\Psi \ast_{SE(2)} U)(x, \theta) = \sum_{m_0=-M_o}^{M_o} e^{im_o\theta} \sum_{m_s=-M_s}^{M_s} (C[\Psi]_{m_0,m_s} \ast_{\mathbb{R}^2} \mathcal{F}_\theta[U]_{m_s})(x)$$

$$= \sum_{m_0=0}^{M_o} e^{im_o\theta} \sum_{m_s=-M_s}^{M_s} \left( (C[\Psi]_{m_0,m_s} \ast_{\mathbb{R}^2} \mathcal{F}_\theta[U]_{m_s})(x) + (1 - \delta_{m_0}) S[\Psi]_{-m_0,-m_s} \ast_{\mathbb{R}^2} \mathcal{F}_\theta[U]_{-m_s}(x) \right). \hspace{1cm} (3.71)$$

Using (3.69) and (3.70) and the property $A \ast B + \overline{A} \ast B = 2 \text{Re}(A \ast B)$ we obtain

$$(\Psi \ast_{SE(2)} U)(x, \theta) = \text{Re} \left( \sum_{m_0=0}^{M_o} (2 - \delta_{m_0}) e^{im_o\theta} \sum_{m_s=-M_s}^{M_s} (C[\Psi]_{m_0,m_s} \ast_{\mathbb{R}^2} \mathcal{F}_\theta[U]_{m_s})(x) \right). \hspace{1cm} (3.72)$$

We see that the sum over $m_0$ halves, so the expected speed gain is approximately a factor 2.

### 3.7.3 Orientation Scores Obtained by Lifting

In some methods, an orientation score is obtained by so-called lifting. Suppose that we have at every image position $x \in \mathbb{R}^2$ a single hypothetical orientation
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$\beta(x)$ and corresponding feature strength $s(x)$. In this case we can consider this feature as a delta spike in $\theta$ and lift this to the appropriate orientation,

$$U(x, \theta) = s(x)\delta(\theta - \beta(x)),$$

where $\delta$ is the Dirac delta function. Substituting the latter equation in (3.17) gives

$$(\Psi * SE(2)U)(x, \theta) = \int_{\mathbb{R}^2} \Psi(R_{\beta(x)}^{-1}(x - x'), \theta - \beta(x'))s(x')dx'.$$  \hfill (3.74)

The integral over $\theta$ has disappeared, leaving an integral over the spatial dimensions only. For a direct implementation, the complexity becomes $O(N_o N_s^2 K_s^2)$. A non-steerable FFT implementation is not feasible in this case, since a lifted orientation score cannot be sampled in the orientation dimension.

The orientation-angular Fourier decomposition of a lifted orientation score is given by $F_\theta[U]_{m_o}(x) = \frac{1}{\sqrt{2\pi}} e^{-im_o \beta(x)}s(x)$. The steerable $SE(2)$-convolution in this case becomes, by substituting the latter equation in (3.49)

$$F_\theta[\Psi * SE(2)U]_{m_o}(x) = \sum_{m_s \in \mathbb{Z}} C[\Psi]_{m_o, m_s} * (se^{-im_s \beta}).$$ \hfill (3.75)

Note that a lifted orientation score is not orientation-angularly bandlimited, meaning that the $SE(2)$-kernel should be spatial-angularly bandlimited to ensure the sum over $m_s$ to be finite.

The complexity coincides with the complexity of the steerable $SE(2)$-convolution using FFT, viz. $O(N_s^2 (N_o \log N_s + C_o C_s))$.

3.7.4 Separable $SE(2)$-Kernels

A separable $SE(2)$-kernel is defined as a kernel that can be written as

$$\Psi(x, \theta) = \Psi_S(R^{-1}_\theta x)\Psi_O(\theta).$$ \hfill (3.76)

Substituting the latter equation in (3.17) gives

$$(\Psi * SE(2)U)(x, \theta)$$

$$= \int_{\mathbb{R}^2} \Psi_S(R^{-1}_\theta x - x')\Psi_O(\theta - \theta')U(x', \theta')d\theta'dx'$$

$$= \int_{\mathbb{R}^2} \Psi_S(R^{-1}_\theta (x - x')) \left( \int_0^{2\pi} \Psi_O(\theta - \theta')U(x', \theta')d\theta' \right) dx'.$$ \hfill (3.77)
The $SE(2)$-convolution can be calculated by first applying 1-dimensional convolutions with $\Psi^O$ in the orientation dimension, followed by 2-dimensional convolutions with $\Psi^S_\theta$ in the spatial dimensions. This is similar to a separable $\mathbb{R}^2$-convolution, but in this case the two separated convolution operations do not commute. The complexity in this case is $O(N_o N_s^2 \log N_s)$ with FFT and $O(N_o N_s^2 K_s^2)$ without FFT.

We can also make the spatial part $\Psi^S$ steerable in the “classical sense” as described in Subsection 3.4.1. However, this is not beneficial since in this case the complexity multiplies with a factor $C_s$.

### 3.8 Stochastic Completion Fields

In Subsection 2.9.2.1 we introduced stochastic completion kernels and introduced the operational definition for calculating stochastic completion fields. In literature, many numerical approaches can be found to calculate stochastic completion fields, e.g. the iterative numerical scheme by Zweck and Williams [155] and the algorithm by August [7]. In this section we will only consider the calculation of stochastic completion fields using $SE(2)$-convolutions. The advantages of this approach are: the potential accuracy given that the sampled Green’s function of the completion process is accurately sampled; the fact that the $SE(2)$-convolution is composed of standard operations, namely FFT, convolution, matrix multiplication, that can be optimized substantially for instance by parallelization or implementation on an FPGA or a GPU; and the versatility, i.e. for all linear left-invariant operations we can use the same algorithm.

Van Almsick and Duits [3] [35] derive several analytic expressions for the stochastic completion kernel. Several expressions for the exact solution in Fourier space are provided by these authors, from which one can derive analytic expressions for the steerable components. However, the evaluation of these expressions turns out to be computationally rather demanding if the analytic solutions are sampled, since it involves sampling of Mathieu functions. Alternatively, the August algorithm [7] can be regarded as the numerical equivalent to the analytic derivations of the Greens functions in [35]. However, this algorithm is demanding as well as it involves numerical band-diagonal $N_o \times N_o$ matrix inversion for each spatial pixel position. However, van Almsick and Duits propose several approximations that turn out to suffice in practice. In this section we restrict to the polar approximation, which is given by

$$K(r, \phi, \theta) = \frac{\sqrt{3}}{\pi (\sigma r)^2} e^{-\lambda r - \frac{(2\theta - 3\phi)^2 + 3\phi^2}{2\sigma^2 r}}. \quad (3.78)$$

Figure 3.4 and Figure 3.5 show examples, of stochastic completion fields of arti-
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Figure 3.4: Example stochastic completion field for contour completion on the TU/e logo. (a) Input image. (b) Result.

ficial images, taken from [27]. These results are obtained using by calculating an orientation score using the transformation described in Subsection 2.4.1, where only the real-valued part is maintained. This orientation score is squared, i.e. $\text{Re}(Uf)^2$, which has the effect of enhancing the contrast. Then the completion field is calculated, cf. (2.97) on page 48, using the non-steerable $SE(2)$-convolution implementation as described in Subsection 3.3.3. Finally, a new image is obtained by the inverse orientation score transformation. Clearly, a stochastic completion field tends to close gaps in line structures. However, it also leads to blurring orthogonal to the structures of interest.

The completion kernel (3.78) is not angularly bandlimited. To apply an $SE(2)$-convolution on a sampled orientation score while adhering to the bandwidth requirement of Subsection 3.5.3 one can use a steerable $SE(2)$-convolution and truncate the orientation-angular and spatial-angular frequency components. We can determine the steerable components for this stochastic completion kernel using (3.44), yielding

$$C[K]_{m_o,m_s}(r,\phi) = \frac{1}{r \sqrt{2 \pi}} e^{-r \lambda - \frac{1}{\sqrt{d^2 + \omega_y^2 + \omega_x^2}}(7m_o^2 - 5m_o, m_s + m_s^2)r\sigma^2} e^{i(m_s - m_o)\phi}. \quad (3.79)$$

The $\mathbb{R}^2$-Fourier transform of these steerable components are given by

$$\mathcal{F}_{\mathbb{R}^2}[C[K]_{m_o,m_s}](\omega) = \begin{cases} \frac{1}{\sqrt{2 \pi \sqrt{d^2 + \omega_y^2 + \omega_x^2}}} \left( \frac{-\omega_y + i \omega_x}{d + \sqrt{d^2 + \omega_y^2 + \omega_x^2}} \right)^{m_s} & \text{if } m_s > 0; \\ \frac{1}{\sqrt{2 \pi \sqrt{d^2 + \omega_y^2 + \omega_x^2}}} & \text{if } m_s = 0; \\ -\frac{1}{\sqrt{2 \pi \sqrt{d^2 + \omega_y^2 + \omega_x^2}}} \left( \frac{\omega_y - i \omega_x}{d + \sqrt{d^2 + \omega_y^2 + \omega_x^2}} \right)^{-m_s} & \text{if } m_s < 0, \end{cases}$$

with $d = \lambda + \frac{1}{6}(7m_o^2 - 5m_o, m_s + m_s^2)\sigma^2$. \quad (3.80)
Figure 3.5: Example stochastic completion field for contour completion on a sparse set of contour segments. (a) Input image. (b) Resulting stochastic completion field. (c) Result after thinning, extracting the centerlines of the contours.

Figure 3.6: Illustration of the difference between stochastic completion kernels with and without curvature. The kernels without curvature lead to more spurious responses perpendicular to the line structure, while the kernels with curvature fits better to the curved line.
3.8.1 Curvature-Adaptive Stochastic Completion Fields

For the non-steerable direct implementation of the $SE(2)$-convolution it is a straightforward extension of the algorithm to use a different kernel at each position $(x, \theta)$. In [73], we have investigated the possibility to make the stochastic completion field curvature-adaptive. The advantage of this approach is illustrated in Figure 3.6. A curved stochastic completion kernel with a curvature drift $\kappa$ can be obtained by using the following parameters in equation (2.90)

$$a = (1, 0, \kappa), \quad D = \text{diag}(0, 0, \sigma^2). \quad (3.81)$$

A curvature-adaptive $SE(2)$-convolution is defined by

$$(\Psi^\text{adaptive}_{SE(2)} \cdot U)(x, \theta) = \int_{\mathbb{R}^2} 2\pi \int_{0}^{2\pi} \Psi_{\kappa}(x)(R_{\theta'}^{-1}(x - x'), \theta - \theta')U(x', \theta') \, d\theta' \, dx'. \quad (3.82)$$

where $\Psi_{\kappa}$ denotes a completion kernel with curvature $\kappa$, where the fixed parameters $\sigma$ and $\lambda$ are omitted for notational convenience. The curvature adaptive completion field is obtained by mean of a product of a forward and a backward adaptive $SE(2)$-convolution. The required curvature $\kappa$ can be estimated with the method that will be described in Chapter 5. Figure 3.7, taken from [73], shows some results obtained with this approach.

3.9 Orientation Channel Smoothing

In this section we show that orientation channel smoothing [105, 60, 45] is another method that can easily be described in terms of $SE(2)$-convolutions. For each spatial position $x$, the input to the orientation channel smoothing method is a single hypothetical orientation $\beta(x)$ and a measure $s(x)$ for the confidence of having an oriented structure with that orientation. $s$ and $\beta$ are encoded in a so-called channel representation, defined by

$$U_{\text{CR}}(x, l) = s(x)B(\beta(x) - l \cdot s_\theta), \quad (3.83)$$

where $l \in \{0, 1, \ldots, N_o - 1\}$, $N_o$ is the number of samples in the orientation dimension, and $s_\theta = p/N_o$ where $p = \pi$ or $2\pi$ depending on the periodicity of the orientation score. $B$ denotes the encoding function that is used, often a B-spline or a $\cos^2$-function. This encoding function should be chosen such that it is possible for each channel column $l \mapsto U_{\text{CR}}(x, l)$ to reconstruct the continuous input values of $s(x)$ and $\beta(x)$ out of the sampled channel. This process is illustrated in Figure 3.8a.

The channel representation $U_{\text{CR}}$ is smoothed separately for each orientation layer $U_{\text{CR}}(\cdot, l)$ by means of an $\mathbb{R}^2$-convolution with a rotating anisotropic kernel such
Figure 3.7: Example of curvature-adaptive stochastic completion field. (a)+(d) input images. (b)+(e) stochastic completion field without curvature. (c)+(f) curvature-adaptive stochastic completion field.
as \cite{37}
\begin{equation}
\Psi_S(x) = \begin{cases} 
e^{-r \varsigma} \cos^2 \varpi \phi & \text{if } |\varpi \phi| \leq \pi/2, \\ 0 & \text{otherwise}, \end{cases}
\end{equation}

where \( \varsigma \) is a parameter determining the spatial extent of the kernel and \( \varpi \) determines the “opening angle” of the kernel. The effective operational definition is

\begin{equation}
W_{CR}(x, l) = \int_{\mathbb{R}^2} \Psi_S(R_{\theta}^{-1}(x - x')) s(x') B(\beta(x') - l \delta \theta) dx',
\end{equation}

The goal is to get enhanced (robust) values for the features \( s \) and \( \beta \) from \( W_{CR} \). To be insensitive to outliers, these values are obtained by determining the position and strength of the mode at each spatial position, i.e.

\begin{equation}
s(x) = \max_{\theta} W(x, \theta), \quad \beta(x) = \arg \max_{\theta} W(X, \theta)
\end{equation}

The channel method uses a computationally efficient decoding scheme called \textit{windowed decoding} to approximate these modes. This is illustrated in Figure 3.8b-c: a window of a fixed length is selected in the channel that contains the largest signal strength, and the reconstruction of the value is performed using only values on positions inside of this window. The drawback of this method is that it suffers from quantization artefacts. Therefore, in \cite{45} it is proposed to determine the mode more accurately using Fourier series interpolation.

Now, we come to the observation that channel smoothing can be described in terms of a separable \textit{SE}(2)-convolution as described in Subsection 3.7.4. By choosing

\begin{equation}
\Psi(x, \theta) = \Psi_S(R_{\theta}^{-1}x) B(\theta), \quad U_{CR}(x, \theta) = s(x) \delta(\theta - \beta(x)),
\end{equation}

the channel smoothing operation cf. equation (3.85) equals \( W = \Psi*_{SE(2)} U \).

### 3.10 Conclusions

We discussed non-steerable and steerable \textit{SE}(2)-convolutions and their implementations. To give an overview, Table 3.2 on page 56 summarizes the algorithmic complexities of the different implementations of \textit{SE}(2)-convolutions that have been mentioned.

In general, steerable implementations can be faster if the total number of steerable components, \( C_s \cdot C_o \), is lower than the product of the number of orientations of the orientation score and the number of effective orientations of the \textit{SE}(2)-kernel \( N_o \cdot K_o \). Besides the advantage that no interpolations are needed, it is also advantageous than one has full control over the Gibbs oscillations and aliasing.
Figure 3.8: (a) Example of channel encoding of an orientation $\theta = \beta$. Although the input orientation value $\beta$ is not aligned with a sample point (indicated by the black dots), it is possible to reconstruct the value of $\beta$ out of the sample values, if one knows the encoding function $B$. (b) Windowed decoding: reconstruction is performed within a window of fixed size, which is placed such that signal strength inside the window is maximized. In this example, two channels with encoded orientations $\theta_1$ and $\theta_2$ were added. Because $\theta_1$ is stronger, this value is decoded, while $\theta_2$ is regarded as outlier. (c) Example of windowed decoding, where $\theta_1$ and $\theta_2$ are interfering, causing the decoded value to lie in-between both orientations.
3.10. Conclusions

Artefacts that can occur if the sampling theorem on orientation scores as described in Subsection 3.5.3.2 is not fulfilled. Furthermore, we showed that our steerable approach leads to reduction in the number of computations and a reduction in complexity compared to the $SE(2)$-convolution implementation as proposed by Chirkjian [22].

Subsequently, we addressed a number of common simplifying special cases. We also showed that stochastic completion fields and channel representations fit in the framework of orientation scores processing. In the next chapter we will show that orientation scores provide a framework for tensor-valued image processing as well, and that steerable $SE(2)$-convolution is also applicable in that case.
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4.1 Introduction

There is a one-to-one relation between tensor images and orientation scores, meaning that tensor images can be considered as functions on SE(2) as well, as we will show in this chapter. Using this relation, we can in principle apply all orientation score methods described in this thesis to tensor images as well. Many existing tensor-based methods can be expressed as SE(2)-convolutions, giving better insights in how these methods exactly work. Especially of interest in this context is tensor voting [64, 98]. We will show that steerable tensor voting leads to a complexity reduction due to the fact that the fast Fourier transform can be used. Subsequently we also put structure tensor approaches [50, 86] into the orientation score framework. Finally, we will apply steerable tensor voting to a medical image analysis problem, namely electrophysiology (EP) catheter extraction.

4.2 Convolutions on 2-Tensor Fields

In this section we show how tensor images relate to orientation scores and how the principles of steerable SE(2)-convolution can be directly mapped to this case. We will propose a convolution operation on tensor-valued images, which, in contrast to e.g. the tensor-convolution described in [71], adheres to the SE(2) group structure.

4.2.1 Basic Definition of 2-Tensors

In mathematics, a tensor is defined in an abstract way as a multilinear function that takes a number of vectors / covectors on its arguments and yields a scalar value. A tensor with n inputs is called an n-tensor. Once a basis is defined, each 1-tensor can be identified with a vector, each 2-tensor can be identified with a matrix, and higher order tensors can be identified with higher-dimensional entities, i.e. holors.

We only consider two-dimensional symmetric 2-tensors, since this is the type of tensor that normally occurs in image processing, e.g. the structure tensor, the Hessian matrix, tensor voting, and DTI (Diffusion Tensor Imaging) tensors. A two-dimensional symmetric 2-tensor $a \in \mathbf{T}_2(\mathbb{R}^2)$ is a function $\mathbb{R}^2 \times \mathbb{R}^2 \rightarrow \mathbb{R}$ given by

$$a(v, w) = v^T \cdot A \cdot w, \quad \text{with } a(v, w) = a(w, v), \quad \text{and } A = \begin{pmatrix} a_{xx} & a_{xy} \\ a_{xy} & a_{yy} \end{pmatrix},$$

(4.1)

where $v, w \in \mathbb{R}^2$ are vectors where the vector components are expressed with respect to the standard Cartesian coordinate system $\{e_x, e_y\}$. Since symmetric matrix $A$ fully describes tensor $a$ we will further on also refer to $A$ as being a tensor, as is common practice in most tensor image processing literature.
4.2.2 Rotation of 2-Tensors

A rotation of a 2-tensor is achieved by counter-rotating the input vectors of the tensor, i.e.

$$R_\alpha[a](v, w) = a(R_\alpha^{-1}v, R_\alpha^{-1}w) = v^T(R_\alpha A R_\alpha^{-1})w,$$  \hspace{1cm} (4.2)

in which we have used the property $R_\alpha^{-1} = R_\alpha^T$. Rotation of the matrix $A$ is given by

$$R_\alpha[A] = R_\alpha A R_\alpha^{-1}. \hspace{1cm} (4.3)$$

If we collect the components $a_{xx}$, $a_{xy}$, and $a_{yy}$ in a column vector and do some trigonometric calculations, we can write the rotation of $A$ as

$$R_\alpha \left[ \begin{array}{c}
a_{xx} \\
a_{xy} \\
a_{yy}
\end{array} \right] = S^{-1} \left( \begin{array}{ccc}
e^{-2i\alpha}&0&0 \\
0&0&\sqrt{2}\pi \\
0&\sqrt{2}\pi&0
\end{array} \right) \left( \begin{array}{ccc}
\frac{1}{\sqrt{2}}\sqrt{\frac{\pi}{2}}&i\sqrt{\frac{\pi}{2}}&-\frac{1}{\sqrt{2}}\sqrt{\frac{\pi}{2}} \\
\frac{1}{\sqrt{2}}\sqrt{\frac{\pi}{2}}&0&\frac{1}{\sqrt{2}}\sqrt{\frac{\pi}{2}} \\
\frac{1}{\sqrt{2}}\sqrt{\frac{\pi}{2}}&-i\sqrt{\frac{\pi}{2}}&-\frac{1}{\sqrt{2}}\sqrt{\frac{\pi}{2}}
\end{array} \right) \left( \begin{array}{c}
a_{xx} \\
a_{xy} \\
a_{yy}
\end{array} \right), \hspace{1cm} (4.4)$$

so in correspondence to Subsection 3.4.2, we are capable of diagonalizing the rotation matrix. The irreducible representations for rotation of 2-tensors are $e^{-im_0\alpha}$, $m_0 \in \{-2, 0, 2\}$, and in the new basis the components are given by

$$\hat{A}_{-2} = S \cdot \begin{pmatrix} a_{xx} \\ a_{xy} \\ a_{yy} \end{pmatrix} = \begin{pmatrix} \frac{1}{\sqrt{2}}\sqrt{\frac{\pi}{2}}(a_{xx} - a_{yy} + 2i a_{xy}) \\ \frac{1}{\sqrt{2}}\sqrt{\frac{\pi}{2}}(a_{xx} + a_{yy}) \\ \frac{1}{\sqrt{2}}\sqrt{\frac{\pi}{2}}(a_{xx} - a_{yy} - 2i a_{xy}) \end{pmatrix}, \hspace{1cm} \text{(4.5)}$$

The same transform can also be defined directly on the $2 \times 2$ matrices

$$\hat{A}_{m_0} = (A, E_{m_0}) = \text{tr}(A, E_{m_0}^T), \quad m_0 \in \{-2, 0, 2\}, \hspace{1cm} (4.6)$$

where $E_{m_0}$ is an orthogonal basis with respect to the inner product $(A, B) = \text{tr}(A, B^T)$, given by

$$E_{-2} = \frac{1}{2} \sqrt{\frac{\pi}{2}} \begin{pmatrix} 1 & -i \\ -i & -1 \end{pmatrix}, \quad E_0 = \sqrt{\frac{\pi}{2}} \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}, \quad E_2 = \frac{1}{2} \sqrt{\frac{\pi}{2}} \begin{pmatrix} 1 & i \\ i & -1 \end{pmatrix}. \hspace{1cm} (4.7)$$

The inverse transform is given by

$$A = \hat{A}_{-2} \hat{E}_{-2} + \hat{A}_0 \hat{E}_0 + \hat{A}_2 \hat{E}_2, \hspace{1cm} (4.8)$$

where

$$\hat{E}_{m_0} = \frac{1}{\pi}(2 - \delta_{m_0})E_{m_0}. \hspace{1cm} (4.9)$$

\footnote{Here the normalization of $S$ is chosen such that later on in this subsection it is consistent to the angular Fourier decomposition on a function $T \to \mathbb{C}$ cf. (3.5) on page 51 that we construct from $A$ using (4.10).}
In conclusion, a tensor of this type has exactly the same rotational properties as a function $A : \mathbb{T} \rightarrow \mathbb{R}$ with nonzero angular frequency components $\mathcal{F}_T[A]_{m_o}$ for $m_o \in \{-2, 0, 2\}$. The relation between a 2-tensor $A$ and a function on $\mathbb{T}$ is given by the following important direct formula

$$A(\theta) = \mathbf{n}(\theta)^T A \mathbf{n}(\theta), \quad \text{with} \quad \mathbf{n}(\theta) = \begin{pmatrix} \cos \theta \\ \sin \theta \end{pmatrix},$$

(4.10)

where $\mathcal{F}_T[A]_{m_o} = \hat{A}_{m_o} = (A, E_{m_o})$.

### 4.2.3 The Convolution

From the relation between 2-tensors and functions $\mathbb{T} \rightarrow \mathbb{C}$ described above, it automatically follows that a tensor-valued image is isomorphic to an orientation score with orientation-angular frequency components $m_o \in \{-2, 0, 2\}$. Consequently, the appropriate way to perform a tensor-convolution, more specific a convolution of a 2-tensor-valued image with a 2-tensor-valued kernel, follows directly from equation (3.49) on page 64

$$(\mathbf{V} \ast \mathbf{U})(x) = \sqrt{2\pi} \sum_{m_o \in \{-2, 0, 2\}} \sum_{m_s \in \{-2, 0, 2\}} (\hat{V}_{m_o, m_s} \ast_{\mathbb{R}^2} \hat{U}_{m_s})(x) E_{m_o},$$

(4.11)

where

$$\hat{U}_{m_s}(x) = (U(x), E_{m_s}), \quad \text{and}$$

(4.12)

$$\hat{V}_{m_o, m_s}(x) = \mathcal{C}[(x, \theta) \mapsto \mathbf{n}(\theta)^T \mathbf{V}(x) \mathbf{n}(\theta)]_{m_o, m_s}(x).$$

(4.13)

To fulfill the sampling theorem in Subsection 3.5.3.2, the inherent orientation-angular bandlimit ($m_o \in \{-2, 0, 2\}$) of tensor-valued image $U$ restricts the admissible kernels $\mathbf{V}$ to steerable tensor-valued filters with spatial-angular bandlimit $m_s \in \{-2, 0, 2\}$.

### 4.2.4 Semi-Positive Definite Tensors

In all 2-tensor-valued image processing methods mentioned in Subsection 4.2.1, except for the Hessian matrix, only semi-positive definite symmetric 2-tensors are possible, i.e. tensors with nonnegative eigenvalues. In that case a relevant question is whether this property is preserved after convolution with some kernel $\mathbf{V}$. To this end, note that the eigenvalues $\lambda_1 \geq \lambda_2 \geq 0$ can be easily described in terms of $\hat{A}_{m_o}$.

$$\lambda_1 = \frac{1}{\sqrt{2\pi}} \left( \hat{A}_0 + 2\sqrt{A_{-2}A_2} \right) = \frac{1}{\sqrt{2\pi}} \left( \hat{A}_0 + 2|A_2| \right),$$

$$\lambda_2 = \frac{1}{\sqrt{2\pi}} \left( \hat{A}_0 - 2|A_2| \right),$$

(4.14)
Furthermore, since
\[
A(\theta) = \frac{1}{\sqrt{2\pi}} \left( \hat{A}_0 + \hat{A}_{-2} e^{-2i\theta} + \hat{A}_2 e^{2i\theta} \right)
= \frac{1}{\sqrt{2\pi}} \left( \hat{A}_0 + (\hat{A}_2 + \hat{A}_{-2}) \cos 2\theta + (\hat{A}_2 - \hat{A}_{-2}) \sin 2\theta \right)
\]
we observe that the range of \( A \) is given by \( \lambda_2 \leq A(\theta) \leq \lambda_1 \) for all \( \theta \). Consequently, if \( A \) is semi-positive definite, then \( A(\theta) \) is nonnegative for all \( \theta \), so a semi-positive definite tensor-valued image corresponds to a nonnegative orientation score. For \( SE(2) \)-convolutions on orientation scores it is straightforward that nonnegativity of an orientation score is always preserved iff the \( SE(2) \)-kernel is nonnegative. From this it follows that in the case of 2-tensor convolution, semi-positive definiteness is always preserved if \( V \) is a semi-positive definite tensor-valued kernel.

### 4.3 Tensor Voting

Tensor voting [64, 98, 99] is a technique for grouping and extraction of lines and contours. The basic idea is that this process is made more robust by applying an orientation-dependent smoothing operation on a tensor field. In this section we will discuss tensor voting in more detail, show how it fits in our framework, and propose a steerable tensor voting method.

#### 4.3.1 The Tensor Voting Operation

The input and output of tensor voting are tensor fields, which are denoted by \( U \) and \( W \) respectively. The method does not prescribe how to obtain the input tensor field \( U \). It is considered an application-specific free choice. Medioni et al. [98] assume that the input tensor field \( U \) is sparse\(^2\), i.e. that most of the tensors in \( U \) are zero. Here we do not make any assumption about sparseness; the input field \( U \) may be either dense or sparse.

Tensor voting uses the following three properties to uniquely describe and interpret a tensor \( A \),

\[
\text{Orientation} \quad \beta(A) = \arccos(e_1(A) \cdot e_x) = \frac{1}{2} \arg(a_{xx} - a_{yy} + 2i a_{xy}),
\]

\[
\text{Stickness} \quad s(A) = \lambda_1(A) - \lambda_2(A) = \sqrt{\text{tr}(A)^2 - 4 \det A},
\]

\[
\text{Ballness} \quad b(A) = \lambda_2(A) = \frac{1}{2} \left( \text{tr}(A) - \sqrt{\text{tr}(A)^2 - 4 \det A} \right),
\]

\(^2\)Medioni et al. use a different terminology and call this a sparse set of tokens.
where $\lambda_1(A) \geq \lambda_2(A) \geq 0$ are the eigenvalues of $A$ and $e_1(A)$ is the eigenvector corresponding to the largest eigenvalue. The stickness is a measure for orientation certainty or anisotropy. The ballness is a measure for orientation uncertainty or isotropy. For an intuitive graphical illustration, we can identify tensor $A$ with an ellipse $E_A$ defined as
\[
E_A = \{x | x^T A^{-2} x = 1\}.
\]
(4.19)
The eigenvalues of $A$ determine the radii of the ellipse, while the eigenvectors determine the principal axes. An example of such an ellipse is shown Figure 4.1.

The operational definition of tensor voting is given by
\[
W(x) = \int_{\mathbb{R}^2} \mathcal{R}_\beta(U(x'))[V](x - x') s(U(x')) \, dx' + \int_{\mathbb{R}^2} b(U(x')) V_B(x - x') \, dx',
\]
(4.20)
where $\mathcal{R}_\beta(U(x'))[V]$ is an anisotropic tensor-valued kernel called stick voting field that is rotated over $\beta(U(x'))$ by
\[
\mathcal{R}_\alpha[V](x) = R_\alpha V(R_\alpha^{-1} x) R_\alpha^{-1},
\]
(4.21)
and $V_B$ is a rotationally symmetric tensor-valued kernel called ball voting field. The first integral enables the process that is called stick voting, while the second integral enables the process called ball voting. The complexity of a direct implementation of this operation is $O(N^2 K^2 s)$. The intuition behind the tensor voting operation is to let tensors communicate with each other by adding up contributions of neighboring tensors, resulting in

3This equation is obtained as follows. The general equation for an ellipse is $x^T M x = 1$ with positive-definite matrix $M$. We know that $e_i(A)^T A^n e_i(A) = \lambda_i(A)^n$ where the eigenvectors have unit length. To get the ellipse as illustrated in Figure 4.1 we have to ensure that $(\lambda_i(A)e_i(A))^T M (\lambda_i(A)e_i(A)) = 1$ for $i \in \{1, 2\}$, which is accomplished by setting $M = A^{-2}$. 

Figure 4.1: Graphical representation of a symmetric semi-positive definite 2-tensor.
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Figure 4.2: Illustration of the tensor voting operation: the tensors communicate with each other using the stick voting field, the essentially compact support of which is indicated by the “8-shaped” contour. In this way the tensors strengthen each other. In the left figure, \( \mathbf{x} \) receives a strong contribution of \( \mathbf{x}' \), in the middle figure the contribution of \( \mathbf{x}' \) is weak due to the larger distance, while in the right figure \( \mathbf{x} \) does not get any significant contribution from \( \mathbf{x}' \).

a context-enhanced tensor field \( \mathbf{W} \). Figure 4.2 illustrates the way the stick voting field is used on input data consisting of stick tensors. For each (nonzero) tensor \( \mathbf{U}(\mathbf{x}') \), the voting field \( \mathcal{R}_\alpha[\mathbf{V}] \) is centered at position \( \mathbf{x}' \), aligned with the local orientation \( \beta(\mathbf{U}(\mathbf{x}')) : \mathcal{R}_\beta(\mathbf{U}(\mathbf{x}'))[\mathbf{V}](\mathbf{x} - \mathbf{x}') \). Then, a weighted contribution (called a vote) \( s(\mathbf{U}(\mathbf{x}'))\mathcal{R}_\beta(\mathbf{U}(\mathbf{x}'))[\mathbf{V}](\mathbf{x} - \mathbf{x}') \) is added to all tensors in a certain neighborhood, which is determined by the scale of the voting field, where \( \mathbf{x} \) is the position where the vote is casted.

The stick voting field \( \mathbf{V} \) is interpreted as a model for the continuation of line structures. It is a tensor field template in which the stickness (4.17) of the tensors describes the likelihood that a feature at position \( \mathbf{x} \) belongs to the same line structure as a feature positioned in the center \((0,0)\) of the voting field with reference orientation \( 0^\circ \). The orientation of the tensor defined in eq. (4.16) at \( \mathbf{x} \) describes the most probable orientation of a feature at that position. In the next subsection, we will describe the voting field in more detail.

Figure 4.3 shows the results on the ultrasound image of a kidney. The contour segment extraction in subimages (c) en (f) is achieved by applying thinning, and extraction of strings of connected pixels starting from the pixel with highest value that is not yet extracted, until a predefined number of pixels is extracted. The contours are more enhanced after tensor voting, which can be seen if we compare the extracted contours with and without the use of tensor voting. Clearly, tensor voting helps to extract longer and smoother contours.

Note, that the gradient magnitude will be less noisy when choosing a larger scale \( \sigma_{\text{local}} \). Therefore, the edge focussing method [67], which detects contours by searching the most important contours on a large scale and refining the positions by tracking the edges to finer scales in scale space, might outperform the tensor voting method. However, that method is not usable for applications, in
Figure 4.3: Example of tensor voting on an ultrasound image of a kidney. (a) Original image, size 345 × 260 pixels. (b) Gradient magnitude with $\sigma = 3$ pixels. (c) Result after first tensor voting step using the bandlimited voting field cf. Subsection 4.3.4.1 with $n = 4$ and $\sigma = 15$. (d) Result after second tensor voting step with same settings. (e) Extracted line segments using image (d). (f) Extracted line segments using image (b). In both (e) and (f), 1250 pixels were extracted for the sake of comparison.

which lines or oriented patterns have to be detected in noisy images.

4.3.2 Voting Fields

For the design of the stick voting field, Medioni et al. assume that the best connection between two points with one orientation imposed is a circular arc (Figure 4.4a). This yields a cocircularity pattern which is encoded in a tensor field as

$$
\begin{pmatrix}
\cos 2\phi \\
\sin 2\phi
\end{pmatrix}
\begin{pmatrix}
\cos 2\phi \\
\sin 2\phi
\end{pmatrix}^T =
\begin{pmatrix}
(1+\cos (4\phi)) & \sin (4\phi) \\
\sin (4\phi) & (1-\cos (4\phi))
\end{pmatrix}.
$$

To obtain a locally confined voting field the cocircularity pattern is modulated with a Gaussian function that decays with radius curve length and curvature. Furthermore, points above and below the main diagonals in the field are too unlikely to belong to the same structure as the point in the center of the field. These considerations yield the following voting field

$$
V(x) = \Upsilon(\phi) e^{-\left(\frac{\phi}{\sigma \sin \sigma}\right)^2 - \frac{2\sigma \sin \phi}{\tau}^2}
\begin{pmatrix}
(1+\cos (4\phi)) & \sin (4\phi) \\
\sin (4\phi) & (1-\cos (4\phi))
\end{pmatrix},
$$

(4.23)
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Figure 4.4: (a) Geometric reasoning for derivation of the cocircularity pattern. Position $v_0$ has an imposed horizontal orientation, and the angle of the vector connecting $v_0$ to $v_1$ is $\phi$, implying that $c = (\cos 2\phi, \sin 2\phi)^T$. (b) Illustration of the angular thinning process in tensor voting. The dashed curve shows the original angular response $A(\theta) = n(\theta)^T \cdot n(\theta)$ of a 2-tensor with $\beta = \pi/2$, stickness $s$, and ballness $b$. After thinning, we obtain a constant signal $b$ plus a delta spike at $\beta$, i.e. $b + s \delta(\theta - \beta)$.

where $x = (r \cos \phi, r \sin \phi)$, $\sigma > 0$ is the scale of the voting field, $p$ is a dimensionless constant describing the relative weight of the curvature, and

$$\Upsilon(\phi) = \begin{cases} 0 & \text{if } \frac{\pi}{4} < (\phi \mod \pi) < \frac{3\pi}{4} \\ 1 & \text{otherwise.} \end{cases} \quad (4.24)$$

The orientation-angular components of the tensors in this field are

$$\hat{V}_{m_0}(x) = \sqrt{\frac{\pi}{2}} \Upsilon(\phi) e^{-\left(\frac{\sigma}{\sigma \sin \phi}\right)^2 - p \left(\frac{2\pi \sin \phi}{\pi}ight)^2} \left(e^{-i2m_0\phi} + \delta_{m_0}\right), \quad (4.25)$$

for $m_0 \in \{-2, 0, 2\}$. Figure 4.5(a) shows an example of this stick voting field.

The ball voting field $V_B$ is a tensor field template in which the stickiness of the tensors describes the likelihood that a feature at position $x$ belongs to the same line structure as the feature positioned in the center $(0, 0)$ of the voting field with unknown orientation. Since no initial knowledge of orientation is assumed, this voting field is required to be isotropic, i.e.

$$R_\alpha V_B(R_\alpha^{-1} x)R_\alpha^{-1} = V_B(x), \quad \forall \alpha, x. \quad (4.26)$$

If we do not know the orientation of the local image structure, the best we can do is to average over all orientations equally. Therefore, Medioni et al. obtain a ball voting field that fulfills this requirement by integrating all rotated versions of the stick voting field $V$, i.e.

$$V_B(x) = \frac{1}{2\pi} \int_0^{2\pi} R_\alpha V(R_\alpha^{-1} x)R_\alpha^{-1} d\alpha. \quad (4.27)$$
Figure 4.5: Illustration of different stick voting fields.

(a) Original stick voting field, equation (4.23)

(b) Truncated stochastic completion field, even $m_s$-components only; equation (3.79).

(c) Bandlimited voting field, equation (4.35)
Medioni et al. only consider the voting field of equation (4.23). We note, however, that this is definitely not the only possible choice. One can use other voting fields that are based on various models for lines and contours. For example, in [2] the stochastic completion kernel (see Section 3.8) is embedded in the tensor voting framework for tensor voting. For this purpose the kernel is made 180°-symmetric by leaving out the odd spatial-angular frequency components and only keeping the orientation-angular frequency components \( m_o \in \{-2, 0, 2\} \). This voting field is illustrated in Figure 4.5(b). In Subsection 4.3.4.1 we will propose another possible voting field, shown in Figure 4.5(c), which has the practical benefit of being a steerable kernel.

### 4.3.3 Connection with Orientation Scores

It is straightforward to derive that by choosing

\[
V(x, \theta) = \frac{1}{\sqrt{2\pi}} \sum_{m_o \in \{-2, 0, 2\}} (V(x), E_{m_o}) e^{im_o \theta},
\]

\[
U(x, \theta) = s(U(x)) \delta(\theta - \beta(U(x))) + b(U(x)),
\]

the tensor voting operation can be written as

\[
W(x) = \sum_{m_o \in \{-2, 0, 2\}} \mathcal{F}_{\theta}[V \ast_{SE(2)} U] m_o \hat{E}_{m_o}.
\]

In the latter equation we have expressed tensor voting in terms of an \( SE(2) \)-convolution, where both stick voting and ball voting are unified. Thus, tensor voting is an \( SE(2) \)-convolution of a lifted orientation score with an additional constant component for ball voting, cf. Subsection 3.7.3, with a 2-tensor-valued kernel, cf. Section 4.2.

We see that tensor voting encodes the orientations by means of delta spikes cf. (4.29). The orientation-angular Fourier decomposition of \( U \) gives a nonzero results for all even \( m_o \), so in fact we include all harmonics of the \( |m_o| = 2 \) orientation-angular frequency of the original tensor \( U \). This can be interpreted as an angular thinning operation as visualized in Figure 4.4b. Note that this thinning step is the only nonlinearity in the tensor voting framework. That is, the tensor voting operation itself cf. (4.20) is linear, but the thinning step, which is a standard (implicit) preprocessing step in the tensor voting framework, is nonlinear.

The following is also important to note. Since orientation is a periodic quantity with periodicity \( \pi \), the natural way to calculate an average orientation \( \bar{\beta} \) of an ensemble of orientations \( \beta_i, i = 1 \ldots N \), with weightings \( w_i \) is

\[
\bar{\beta} = \frac{1}{2} \arg \sum_{i=1}^{N} w_i e^{2i \beta_i}.
\]
We can observe that this equation is similar to the tensor voting operation for $|m_o| = 2$, so the context-enhanced orientation $\beta(U)$ in tensor voting is in fact the weighted average orientation of all incoming votes.

### 4.3.4 Steerable Tensor Voting

A technical difficulty in implementing tensor voting is the orientational alignment of the voting field with the stickness tensor, which needs to be done at every position. However, we can derive a steerable tensor voting method by applying the results of Sections 3.5 and 3.7. In earlier work [51], we have provided a more direct derivation of steerable tensor voting, without the intermediate step of writing tensor voting as an $SE(2)$-convolution. However, it is more insightful to link tensor voting to orientation scores and $SE(2)$-convolutions.

The voting field $V$ is steerable if we can write it as

$$V(x) = \sum_{m_o \in \{-2,0,2\}} \sum_{m_s = -M_s}^{M_s} C[V]_{m_o,m_s}(x) \mathbf{E}_{m_o}, \quad (4.32)$$

where the relation between $V$ and $V$ is given in (4.28). The operator to obtain steerable components $C$ is defined in (3.44) on page 63. The steerable components $C[V]_{m_o,m_s}$ can be used directly in equation (3.49)

$$W(x) = \sqrt{2\pi} \sum_{m_o \in \{-2,0,2\}} \left( \sum_{m_s = -M_s}^{M_s} (C[V]_{m_o,m_s} \ast \mathbf{F}_{\theta}[U]_{m_s})(x) \right) \mathbf{E}_{m_o}, \quad (4.33)$$

where $\mathbf{F}_{\theta}[U]_{m_s}$ is the orientation-angular Fourier decomposition of $U$, given by

$$\mathbf{F}_{\theta}[U]_{m_s}(x) = \frac{1}{\sqrt{2\pi}} s(U(x)) e^{-i(m_s)\beta(U(x))} + \delta_{m_s} b(U(x)). \quad (4.34)$$

So we can apply tensor voting simply by calculating a number of two-dimensional complex-valued convolutions.

A stick voting field should be $180^\circ$-symmetric, because the orientation $\tilde{\beta}$ encodes orientations modulo $\pi$, meaning that all odd spatial-angular frequency components are zero. Furthermore, taking into account that $\mathbf{F}_{\theta}[U]_2 = \overline{\mathbf{F}_{\theta}[U]_{-2}}$ we need at most $2(M_s + 1)$ 2D convolutions.

The direct implementation of steerable tensor voting consists of the following steps

1. For each value of $m_s$ with non-zero steerable components $C[V]_{m_o,m_s}$, calculate (4.34): $O \left(C_s N_s^2\right)$;
2. Apply an $\mathbb{R}^2$-convolution for each value of $m_s$ and $m_o \in \{-2, 0, 2\}$ and sum the results, cf. (4.33): $O(C_sN_s^2K_s^2)$.

The FFT implementation of steerable tensor voting consists of the following steps

1. For each value of $m_s$ with non-zero steerable component(s) $C[V]_{m_s,m_o}$, calculate (4.34) and apply an FFT: $O(C_sN_s^2 \log N_s)$;

2. Multiplication in the Fourier domain for each value of $m_s$ and $m_o \in \{-2, 0, 2\}$, and sum the results: $O(C_sN_s^2)$;

3. Inverse 2D FFT for each $m_o \in \{-2, 0, 2\}$: $O(N_s^2 \log N_s)$.

Summarizing, the complexities for steerable tensor voting are $O(C_sN_s^2K_s^2)$ for a direct implementation and $O(C_sN_s^2 \log N_s)$ for an FFT implementation.

### 4.3.4.1 Example Steerable Voting Field

The voting field as proposed by Medioni et al. is not a steerable filter, because it contains infinitely high spatial-angular frequency components. Therefore it has to be truncated to use it with steerable tensor voting. As an example, below we will illustrate how to derive a simpler steerable voting field, which shows good performance in most practical situations.

Similar to Medioni’s voting field, we assume that the best connection between two points with one orientation imposed is a circular arc (Figure 4.4). Now we modulate the cocircularity pattern with a Gaussian function that decays with radius $r$. To penalize high-curvature arcs, we modulate with the term $\cos^2 n \phi$, where $n \in \mathbb{N}$ is a parameter specifying the speed of decay of the field as function of $\phi$. This angular decay function is similar to the one for instance used in [69] and has the useful property that it is frequency spectrum is bandlimited by $2n$. The voting field now becomes

$$V(x) = \frac{1}{N} e^{-\frac{r^2}{2\sigma^2}} \cos^{2n}(\phi) \left( \begin{array}{c} 1+\cos(4\phi) \\ \sin(4\phi) \\ \sin(4\phi) \end{array} \right), \quad (4.35)$$

where $x = (r \cos \phi, r \sin \phi)$, $\sigma \in \mathbb{R}^+$ is the scale of the voting field, and $N$ is a normalization factor. In the following, to get simpler equations, we will use $N = \sqrt{2\pi}/16$ and $n = 2$.

We apply full-angular Fourier decomposition on this voting field, which after some trigonometric calculations yields

$$\begin{pmatrix} \hat{V}_{-2}(x) \\ \hat{V}_0(x) \\ \hat{V}_2(x) \end{pmatrix} = e^{-\frac{r^2}{2\sigma^2}} \begin{pmatrix} 1 + 4e^{i2\phi} + 6e^{i4\phi} + 4e^{i6\phi} + e^{i8\phi} \\ e^{-i2\phi} + 6 + 4e^{i2\phi} + e^{i4\phi} \\ e^{-i4\phi} + 6 + 4e^{i4\phi} + e^{i2\phi} + 1 \end{pmatrix}. \quad (4.36)$$
In this case, for every orientation-angular frequency component \( m_o \) we have 5 spatial-angular frequency component \( m_s \), and all radial functions are the same. We can now write this filter in a simplified steerable form

\[
\begin{pmatrix}
R_\alpha[\hat{\mathbf{V}}_{-2}](\mathbf{x}) \\
R_\alpha[\hat{\mathbf{V}}_{0}](\mathbf{x}) \\
R_\alpha[\hat{\mathbf{V}}_{2}](\mathbf{x})
\end{pmatrix} =
\begin{pmatrix}
0 & 0 & e^{6i\alpha} \\
0 & 0 & 4e^{4i\alpha} \\
0 & 4e^{2i\alpha} & e^{-2i\alpha}
\end{pmatrix}
\begin{pmatrix}
v_{-8}(\mathbf{x}) \\
v_{-6}(\mathbf{x}) \\
v_{0}(\mathbf{x}) \\
v_{6}(\mathbf{x})
\end{pmatrix},
\]

(4.37)

where the matrix contains the linear coefficients as function of rotation, and the vector at the right side contains the basis filters. The basis filters are shown in Figure 4.6 and they are given by

\[
v_{m_s}(\mathbf{x}) = e^{-\frac{x^2}{2\sigma^2}} e^{im_s \phi} = e^{-\frac{x^2 + y^2}{2\sigma^2}} \left( \frac{x + iy}{\sqrt{x^2 + y^2}} \right)^{m_s}, \quad \text{for } \mathbf{x} \neq (0, 0).
\]

(4.38)

These filter kernels \( w_{m_s}(\mathbf{x}) \) must be tabelized for \( m_s = 0, 2, 4, 6, 8 \). Given the stickness \( s \) and orientation \( \beta \) of tensors in \( \mathbf{U} \), we need to calculate a number of complex-valued feature images \( \hat{\mathbf{U}}_m = \mathcal{F}_\beta[U]_m \) where \( U \) is defined in (4.29), for
\[ m = 0, 2, 4, 6 \text{ where } m = m_o + m_s. \]

This yields
\[
\hat{W}_{-2}(x) = \overline{W}_2(x) = \sqrt{2\pi} \left( (v_0 \ast \hat{U}_2) + 4(v_2 \ast \hat{U}_0) + 6(v_4 \ast \hat{U}_2) \\
+ 4(v_6 \ast \hat{U}_4) + (v_8 \ast \hat{U}_6) \right),
\]
\[
\hat{W}_0(x) = \sqrt{2\pi} \left( \Re(6(v_0 \ast \hat{U}_0) + 8(v_2 \ast \hat{U}_2) + 2(v_4 \ast \hat{U}_4)) \right).
\]

We see that steerable tensor voting with this voting field in total requires 8 two-dimensional convolutions.

### 4.3.5 First Order Voting and Higher Orientation-Angular Frequencies

Normal tensor voting only votes with 2-tensors, so \( m_o \in \{ -2, 0, 2 \} \). Tong et al. [133] propose an extension where besides voting with 2-tensors, there is a separate process that votes with 1-tensors, i.e. vectors that are called **polarity vectors**. The idea is that the resulting vectors give information on the direction from which the majority of the 2-tensor votes come. This can be used for instance as a line end-point detector, since at a line end-point the majority of the votes will come from the direction in which the line propagates.

The operational definition is analogous to the left integral of equation (4.20), but \( V \) and \( W \) are vectors instead. The same voting field can be used, where the cocircularity is encoded in vectors \((\cos 2\phi, \sin 2\phi)^T\).

In our framework, first order voting can be embedded straightforwardly. A vector \( B = (b_1, b_2)^T \) has angular frequency components \( m_o \in \{-1, 1\} \) with the following relationships
\[
B = B_{-1}e_{-1} + B_1e_1, \quad B_{-1} = b_1 + ib_2, B_1 = b_1 - ib_2, \\
e_{-1} = \frac{1}{2} \begin{pmatrix} 1 \\ -i \end{pmatrix}, \quad e_1 = \frac{1}{2} \begin{pmatrix} 1 \\ i \end{pmatrix}.
\]

The vector voting field is given by equation (4.25), but now with \( m_o \in \{-1, 1\} \). First order tensor voting is obtained by equation (4.30) with \( m_o \in \{-1, 1\} \). So in conclusion, tensor voting with both 1-tensors and 2-tensors can be viewed as an \( SE(2) \)-convolution with as result an orientation score with orientation-angular components \( m_o \in \{-2, -1, 0, 1, 2\} \).

We can straightforwardly include higher \( m_o \)-components as well. In our framework, the meaning of these additional components is immediately clear: it results in an orientation score with a higher angular resolution. In terms of tensors, an orientation score that is angularly bandlimited by \( M_o \) can be mapped 1-to-1 to a symmetric \( M_o \)-tensor. Such tensor representation, however, is much less
Figure 4.7: Example of tensor voting with the stochastic completion field (see Section 3.8), which contains higher $m_o$-components, making it possible to infer higher angular frequency information.  
(a) Input artificial image. Size 256 $\times$ 256 pixels.  
(b) Input stickness $s$ obtained using the Hessian of Gaussian derivatives, with superimposed orientation field. This stickness and orientation map are the input for an $SE(2)$-convolution (or in other words, a tensor voting step with higher orientation-angular frequencies) with the stochastic completion field cf. (3.78) on page 76 with $\sigma = 0.2$ and $\lambda = 0$.  
(c) Resulting extraction of singularities; the circles indicate the 12 strongest local maxima found in the image of (d), which turns out to be a good end-point detection method. The triangle, diamond, pentagon, and hexagon show the strongest local maxima found in the images (f), (g), (h), and (i) respectively, and turn out to be crossing detectors where $m$ lines cross. (c)-(i) responses $|\hat{U}_{m_o}|$. $m_o = 1$ in (d) is similar to the length of the polarity vectors as described in [133] and is high on end-points. $m_o = 2$ in (e) is the stickness $s = |\hat{U}_{m_o=2}(\mathbf{x})|$ and is high on line structures. The components $m_o \geq 3$ are useful to extract information on different types of crossings of line structures, as is done for figure (c).  
(j)-(o) Zoomed in singularity points, where the superimposed “$m_o$-glyphs” show the estimated phase (encoded by the orientation of the line segments) and the absolute value (encoded by the length).
intuitive to work with and therefore we favor to consider the cases $M_o > 2$ as orientation scores. Figure 4.7 shows an example of using the higher values of $m_o$. Although the input consists of stickiness, ballness and orientation only, the result with $m_o \in \{1, 2, 3, 4, 5, 6\}$ supplies us with much richer information for instance for the detection of e.g. crossings.

### 4.4 Relation to the Structure Tensor

Another widespread image processing tool using tensors is the structure tensor. In this section we will show how this method can be expressed as an $SE(2)$-convolution.

The “standard” structure tensor [50] is obtained by first calculating the first order Gaussian derivatives, $\nabla f = ((\partial_x G_\sigma)*f, (\partial_y G_\sigma)*f)^T$. By taking the dyadic product $U(x) = \nabla f(x) \nabla f(x)^T$ one obtains a $2 \times 2$ matrix for each pixel with one positive eigenvalue $\lambda_1(x) = ||\nabla f(x)||^2$, with corresponding eigenvector $\nabla f(x)/||\nabla f(x)||$ and one zero eigenvalue. The tensor field $U$ is subsequently convolved componentwise with an isotropic Gaussian kernel with scale $\rho$, $W = U * G_\rho$. The result is a tensor field containing richer information on edges and junctions.

The structure tensor operation is rewritten as an $SE(2)$-convolution as follows

$$
\Psi(x, \theta) = G_\rho(x) \cos^2 \theta, \quad U(x, \theta) = ||\nabla f(x)||^2 \delta(\theta - \angle(\nabla f(x))),
$$

(4.41)

$$
W = \sum_{m_o \in \{-2, 0, 2\}} F_{\theta}[\Psi*SE(2)U]_{m_o}(x) \hat{E}_{m_o},
$$

(4.42)

where “$\angle$” denotes the angle of the gradient $\nabla f$ relative to the horizontal direction.

Inspired by tensor voting, Köthe [86] proposes to use an anisotropic smoothing filter for the structure tensor to prevent spurious blurring of the structure tensor. He proposes to use a so-called “hour-glass” filter, which is given by

$$
\Psi_S = \frac{1}{N} e^{-\frac{-r^2}{2\sigma^2}} e^{-\frac{-\tan(\phi)}{2\sigma^2}}, \quad x = (r \cos \phi, r \sin \phi).
$$

(4.43)

The tensor field $U$ is smoothed componentwise with this kernel, which is at every position aligned with the edge orientation $\beta = \angle(\nabla f(x))$. The equation becomes

$$
W(x) = \int_{\mathbb{R}^2} \Psi_S(R_{\beta(x')}^{-1} (x - x')) U(x') dx'.
$$

(4.44)

Again it is possible to express this operation in terms of an $SE(2)$-convolution, by choosing

$$
\Psi(x, \theta) = \Psi_S(x) \cos^2 \theta, \quad U(x, \theta) = ||\nabla f(x)||^2 \delta(\theta - \beta(x)),
$$

(4.45)
and using (4.42). This resembles the special case of separable kernels with a lifted orientation score as input, see Subsection 3.7.3.

Nonlinear structure tensors [15] are obtained by applying a nonlinear diffusion on the tensor components instead of a linear diffusion. Since this approach is nonlinear it cannot be expressed as an SE(2)-convolution. Furthermore, the nonlinear diffusivity function that is used for adaptive componentwise diffusion of the tensor image is not rotation invariant, since it is constructed by a nonlinear combination of componentwise spatial derivatives on the tensor image. This implies that the method does not adhere to the SE(2) group structure. One can, however, straightforwardly develop a nonlinear structure tensor approach which does adhere to the SE(2) group. The tools for this purpose are provided by Subsection 2.9.1, this chapter, and Chapter 6.

4.5 Medical Application: EP Catheter Extraction with Tensor Voting

In this section we will apply parts of the results of this chapter to a medical application. Cardiac catheter ablation is a procedure to treat heart rhythm disorders (arrhythmias). It involves the insertion of one or more flexible thin tubes, called electrophysiology (EP) catheters, through small skin incisions, usually in the groin. These catheters are threaded through blood vessels into the heart. The EP catheters contain a number of electrodes used to make intracardiac electrograms. Using these electrograms, the firing spot or conduction path causing the arrhythmias can be identified. A special EP catheter (the ablation catheter) emits radiofrequency energy to destroy the spot or to block the undesired conduction path, so that only the normal electrical conduction path remains. The movement of the catheter through the body is guided using a real-time X-ray fluoroscopy imaging system (Figure 4.8a).

Catheter ablation is a time-consuming medical procedure, therefore tools to speed up the process are of great interest. For this purpose, an important tool is the automation of cardiac mapping, i.e. creating a 3D map of cardiac activation patterns over the entire heart. By using bi-plane fluoroscopy, the 3D position of the catheters can be estimated and can be used to superimpose the cardiac activation sequences onto fluoroscopic images. Different research groups and companies are working on this problem, see e.g. [89, 44, 16]. In these papers, segmentation of the catheters, and especially the electrodes, is considered an important but difficult task to automate. Kynot et al. [89] have proposed an algorithm to detect the electrodes of the catheters, but problems remain in associating the electrodes with the catheters in the image. De Buck et al. [16] constructed an advanced cardiac mapping system, but this still requires the user to perform a manual segmentation of the catheter and the electrodes. Fallavollita et al. [44] developed a
catheter tip detection algorithm based on thresholding of the X-ray image, but due to the noisy nature of fluoroscopy images, the performance is not satisfactory.

In this section we propose a method for automatic detection of EP catheters in noisy X-ray fluoroscopy images, without the need for any user intervention. Our method detects both the catheter bodies and the corresponding electrodes. We restrict ourselves to the detection of catheters in a still image, i.e. only spatial information is used. A more detailed report can be found in [52].

Figure 4.8b shows the general framework of our EP catheter extraction process. The method is divided into three main stages. In the first stage, calculate local feature images, we perform preprocessing and use local filtering operations to calculate a number of local feature images. Because fluoroscopy images are noisy, these local feature images are unreliable. Therefore, the idea behind the next step is to use information from a larger spatial neighborhood, compared to the neighborhood of the local filters, to make the feature images more consistent and specifically enhance the elongated structures. For that purpose we use steerable tensor voting as described in Subsection 4.3.4. In the last stage, high-level EP catheter extraction, the enhanced feature images generated by the previous step are used to finally decide where the EP catheters are located. EP catheter-specific properties are used to discriminate the catheters from other line structures, for example using the fact that the tip contains a number of electrodes.

These three stages will be explained in the next subsections. Finally, we will evaluate the results on clinical images.
Figure 4.9: EP catheter extraction example. (a) Original image. (b) Original image with additional noise, used as input for this example. (c) Background equalized image. (d) Local ridgeness image. (e) Blobness image. (f) Result of first tensor voting step. (g) Result of a second tensor voting step. (h) Extracted paths (visualized by lines with small circles to indicate the end-points) and electrode candidates (visualized by the larger circles). (i) Final extraction result.
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4.5.1 Local Feature Detection

Prior to any filtering we first apply background equalization to remove disturbing structures in the background. We apply a morphological closing operation with a disc-shaped structure element on a slightly blurred version of the input image, to get an image that only contains background structures. Each pixel of the original image is divided by the corresponding pixel in this image to cancel out the background structures.

The second order differential structure of an image gives important information about line-like and blob-like structures. Therefore, we construct a Hessian matrix for each pixel position by calculating second order Gaussian derivatives, see e.g. [66]. We use the 2 eigenvalues $\lambda_1$ and $\lambda_2$ with $\lambda_1 > \lambda_2$ and corresponding eigenvectors $e_1$ and $e_2$ to obtain the following feature images

- A local ridgeness image $s(x, y) = \max(\lambda_1(x, y), 0)$ (see Figure 4.9d), indicating the likelihood that the image contains a line segment at position $(x, y)$. We use $\lambda_1$ because its value exactly corresponds to the value one would find when seeking the maximum response of the second order derivative applied in all different orientations. We only keep positive values because we know that catheters are always dark relative to the background.

- A local orientation image $\beta(x, y) = \angle e_1(x, y)$ indicating the most likely orientation of a line segment at position $(x, y)$. The orientation of the first eigenvector corresponds to the orientation at which the response of the second order derivative is maximum.

- A local blobness image $q(x, y) = \max(\lambda_2(x, y), 0)$ (see Figure 4.9e), indicating the likelihood that the image contains a blob-like structure at position $(x, y)$. The motivation is that $\lambda_2 > 0$ implies that $\lambda_1 > \lambda_2 > 0$, which corresponds to a locally concave shape.

4.5.2 Contextual Enhancement by Steerable Tensor Voting

To enhance the noisy local ridgeness and orientation measures, we use steerable tensor voting described in Subsection 4.3.4. We use the steerable voting field described in Subsection 4.3.4.1.

In the EP catheter detection algorithm, we perform two subsequent tensor voting steps. The first one is performed on the local feature images $s$ and $\beta$. From the eigenvalues $\tilde{\lambda}_1, \tilde{\lambda}_2$ and eigenvectors $\tilde{e}_1, \tilde{e}_2$ of the tensors in the resulting tensor image, we calculate enhanced feature images $\tilde{s}$, $\tilde{\beta}$, and $\tilde{q}$, as follows (omitting spatial coordinates for simplicity)

$$
\tilde{s} = \tilde{\lambda}_1 - \tilde{\lambda}_2, \quad \tilde{\beta} = \angle \tilde{e}_1, \quad \tilde{q} = q \cdot (\tilde{\lambda}_1 - \tilde{\lambda}_2).
$$

(4.46)
Figure 4.10: Schematic overview of the high-level extraction method.
The resulting enhancement is not always sufficient. To get more consistent curves, directional non-maximum suppression (thinning) is applied on the resulting stickiness image to keep the centerlines of the curves, followed by a second tensor voting step with the thinned image as input, see Figure 4.9f and g. Thinning means that only tensors are kept that are maximum relative to their neighbors in the directions perpendicular to the local orientation $\tilde{\beta}$, i.e. all other tensors are made zero.

4.5.3 High-Level Extraction of the EP Catheters

In the last part of the algorithm, we use specific knowledge about EP-catheters to extract them. We will explain it briefly here, and refer to Figure 4.10 for a schematic overview.

The algorithm consists of three modules. The first module is path extraction. The ridgeness and orientation images $\tilde{s}$ and $\tilde{\beta}$ are used to perform directional non-maximum suppression, resulting in an image with curves of 1 pixel thickness. From this image we extract a number of most salient connected pixel strings (the paths). If a path exhibits very high curvature or is likely to be part of branching lines, the path is split to allow proper reconnection in the subsequent steps. From the resulting paths, a path graph is created (see Figure 4.9h), which has connections between paths whose spatial positions and orientations make it probable that they belong to the same global elongated object in the image.

The second module is electrode extraction and grouping. From the blobness image $\tilde{q}$ the most salient local maxima are extracted as electrode candidates (see Figure 4.9h). Using the extracted paths and knowledge of typical distances between electrodes, a graph is created with connections between all candidates that might be neighboring electrodes on a catheter. Then, we scan for groups of connected electrodes in this graph that have the best match with the known properties of electrode spacing on EP catheters. These electrode groups and the extracted paths are used to create catheter tip paths, describing the curves in the image that connect all electrodes of a catheter with each other.

The catheter tip is now fully extracted, which might already be enough for most applications. However, in the third module, path grouping, our algorithm also attempts to extract the entire catheter. Using the catheter tips and the path graph, different reasonable extensions of the catheter are considered. The best extension is selected based on a global criterion involving minimization of curvature and change of curvature.
Figure 4.11: Three example images from the clinical test set. Upper row: without additional noise. Lower row: with artificially added multiplicative Poisson noise, which is added to investigate the noise robustness.

4.5.4 Results

We implemented the EP catheter extraction algorithm partly in Mathematica and partly in C++. The parameters for local feature detection and tensor voting were optimized on 6 different images using the signal-to-background ratio as criterion. The parameter values are (512 × 512 pixel images): scale of Gaussian derivatives $\sigma_{\text{local}} = 3.4$ pixels, angular specificity of the voting field $\nu = 4$, scale of the voting field $\sigma = 15$ pixels, and scale of the voting field for the second tensor voting step $\sigma_{\text{ctx2}} = 7.5$ pixels. The parameters of the high-level extraction part were optimized using a test set of 10 images. Since these test sets are small, we think that the parameters can be further optimized.

We used an evaluation set of 50 randomly selected X-ray images acquired during 4 clinical interventions (see Figure 4.11), without any image that was used for parameter tuning. These images contain 103 EP catheters that all contain from 4 up to 10 electrodes. The catheters were extracted both with tensor voting and without tensor voting (by simply skipping this step) and both with and without added multiplicative Poisson noise.

Each catheter extraction result was assigned to one of the following categories:
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Figure 4.12: Extraction results on the test set for low noise and high noise images, and with and without tensor voting. The colours indicate extracted catheter tips (%tip), extracted additional catheter segments (%tip+ext), and extracted entire catheters (%entire). The grey vertical lines with horizontal serifs indicate confidence intervals of 95%.

(1) catheter not detected at all, (2) successful extraction of the tip only, i.e. the part containing the electrodes, (3) successful extraction of the tip plus an additional catheter segment with the same length as the tip part, and (4) successful extraction of the entire catheter.

Figure 4.12 displays the results of the catheter extraction, showing that especially the tip detection is successful. The increase in performance due to tensor voting is high. For example, the success rate of catheter tip extraction increased from 57% to 80% and from 43% to 72% for low and high noise images respectively. The success rates on extraction of tip+extension and extraction of the entire catheter are still low, especially in noisy images. For clinical practice, however, tip extraction is most relevant. Figure 4.9 shows an example of the entire EP catheter extraction algorithm.

4.5.5 Discussion

In this section we introduced an algorithm for the extraction of EP catheters in fluoroscopy images. One novelty is the use of steerable tensor voting to enhance the noisy curves in the images, which results in more noise robustness, as shown in the evaluation. A further novelty is that we are able to extract the EP catheter
fully automatically, without an initial seed, by using an advanced EP catheter-specific high-level extraction algorithm.

The implementation is currently still too slow for clinical use. This can be improved by e.g. making faster implementation, for instance on the GPU or an FPGA. Finally, it should also be noted that both the extraction results and the computational performance could be greatly improved by including the information from previous frames in the image sequence.

### 4.6 Conclusions

We showed that orientation scores provide an intuitive framework for tensor-valued image processing methods, such as tensor voting and the structure tensor, since tensor-valued images can be seen as orientation scores with a low angular resolution (i.e., in case of 2-tensors \( m_o \in \{-2, 0, 2\} \). We applied the results from Chapter 3 on tensor voting, to derive steerable tensor voting. This efficient method (see Table 3.2 on page 56 for an overview of the algorithmic complexities) was applied to a medical image analysis problem: detection of Electrophysiology (EP) catheters, showing that tensor voting leads to an increased noise robustness and helps to extract longer and smoother contours.

The last two chapters showed that \( SE(2) \)-convolutions are the natural way to linearly filter orientation scores and tensor images, for example to reduce noise and enhance elongated structures. \( SE(2) \)-convolutions can also be applied to operationalize differential operators on orientation scores. Therefore, in the next chapter we will discuss how to calculate regularized derivatives and how to apply them to obtain descriptive local features.
Regularized Derivatives and Local Features

This chapter is partly based on:


5.1 Introduction

It is well known that taking derivatives of images is an ill-posed problem, which is made well-posed by adding regularization [46], e.g. by using Gaussian derivatives. Regularized derivatives are useful to obtain information on the local structure in images, e.g. edges, ridges, corners, and so on, see [66, Chapter 6] for an overview. In this chapter, we aim to do the same, i.e. computing regularized derivatives of orientation scores to estimate useful local features.

Once we have operationalized regularized derivatives in orientation scores, we will use them to measure useful local features in orientation scores. First we will discuss what kind of orientation score one should use as input for feature estimation. Then, we will consider three local features (see Figure 5.1) at each position $g \in SE(2)$ that are of interest especially for adaptive processing of orientation scores as described in the next chapter. The two features curvature $g \mapsto \kappa(g)$ and deviation from horizontality $g \mapsto d_H(g)$ were already introduced in Subsection 2.8.7 on page 39 for curves in $SE(2)$. These two features can be calculated if one knows the tangent vector $c(g)$ at each position $g$ that locally fits best to the data. We will derive a method to estimate this tangent vector using the Hessian. The principle is analogous to orientation estimation using the Hessian on an image.

The third feature that we will introduce is orientation confidence $g \mapsto s(g)$, which is a scalar number indicating the confidence that an oriented structures is present at position $g$. This means that a low value indicates that the local neighborhood is isotropic, and a high value indicates that the neighborhood is anisotropic.

The chapter will end with an evaluation of the quality of the estimation of curvature and deviation from horizontality for different algorithms and different parameter values.

5.1.1 Related Work

The estimation of local curvature of elongated structures in images is a commonly studied problem in image processing. A well-known approach is isophote curvature. However, isophotes in images usually do not coincide with curves in images due to noise and blurring. Therefore, Duits [33, Section 5.5] derived a similar expression that can be used to estimate curvature of flowlines in vector fields, where the vector field can be obtained in a way that is optimal for the application at hand. Besides these approaches, several other methods have been proposed for robust curvature estimation of elongated structures in images [8, 106, 141, 59, 148]. All these methods can only estimate a single curvature at a single spatial position. The approach by Van Ginkel [137, 138] circumvents this problem by construct-
5.2 Regularized Derivatives in Orientation Scores

We want to find useful local features using well-posed *left-invariant* derivative operators. We therefore aim to operationalize $D(e^{tA} U)$ where $D$ is any derivative constructed from $\{\partial_\xi, \partial_\eta, \partial_\theta\}$, $e^{tA}$ is the left-invariant diffusion operator described in Subsection 2.9.1, and $U$ is an orientation score. Note that due to the noncommutative derivatives, the order of the regularization operator and differential op-
Figure 5.2: Example of a left-invariant Gaussian derivative jet of an orientation score $U$ of an image consisting of a circle, as displayed in Figure 1.4 on page 6. Each row shows the same derivative for a different orientation.

Operator matters, i.e. the diffusion should come first to ensure that the subsequent derivative operators are well-posed. We will first consider the use of diffusion with a diagonal diffusion tensor as regularizer. Subsequently, we will consider the special case µ-isotropic diffusion as regularizer, for which we can use normal Gaussian derivative implementations.

### 5.2.1 General Regularized Derivatives in Orientation Scores

We want to use anisotropic diagonal diffusion as regularizer to calculate left-invariant derivatives in $SE(2)$, i.e. diffusions satisfying the equation

$$\begin{aligned}
\partial_t W(g, t) &= (D_{\xi \xi} \partial_\xi^2 + D_{\eta \eta} \partial_\eta^2 + D_{\theta \theta} \partial_\theta^2) W(g, t), & g \in SE(2), & t \geq 0, \\
W(g, t = 0) &= U(g),
\end{aligned}$$

(5.1)

Note that we do not consider diffusion tensors with nonzero off-diagonal components, i.e. curved or non-horizontal regularization kernels are not considered for the purpose of regularized derivatives. After all, our aim is to use the regularized derivatives to estimate curvature and deviation from horizontality, so including such prior knowledge is not sensible.
For a proper regularization in all directions we require \( D_{\theta\theta} \neq 0 \) and \( D_{\xi\xi} \neq 0 \). We do, however, not need to require \( D_{\eta\eta} \neq 0 \) since \( D_{\eta\eta} = 0 \) does render a smooth Green’s function: the nonzero commutators diffusion in \( \xi \)-direction and \( \theta \)-direction induce smoothing in the \( \eta \)-direction. This is the case since the Hörmander condition is also satisfied for \( D_{\eta\eta} = 0 \), see [39, Section 5.3].

We can implement regularized derivatives using (5.1) in one of the following ways

1. Sample the required derivative using an (approximate) analytical expression of the Green’s function. Then, apply an \( SE(2) \)-convolution using one of the algorithms described in Chapter 3.

2. Use an iterative numerical scheme to diffuse the orientation score, e.g. one of the schemes that will be described in Section 6.4. Subsequently, numerically take the derivative, e.g. via the discrete Fourier transform using the property \( \mathcal{F}[\partial_x a](\omega_x) = -i\omega_x \mathcal{F}[a](\omega_x) \), expressed for a 1D function \( a \).

3. Use the same numerical scheme on a sampled spike \( \delta_x \delta_y \delta_\theta \), with a very small amount of Gaussian blurring added to improve numerical stability, to obtain an approximation of the Green’s function. Then, either first numerically calculate the required derivative on the approximated Green’s function and then apply an \( SE(2) \)-convolution, or first apply an \( SE(2) \)-convolution and then numerically calculate the required derivative on the result of the convolution.

For method 1, we need analytic expressions of the Green’s function or heat kernel \( K \). Both exact and approximate Green’s functions have been derived for many cases of the diffusion kernels [39]. However, the exact Green’s functions are not practical to use, since they consist of complicated special functions (i.e., Mathieu functions) that are expensive and complicated to calculate. Two approximations have been proposed that are easier to calculate: the Heisenberg approximation [39, Section 5.2] and the Gaussian estimates [39, Section 5.4]. However, both approximations are only applicable for the special case \( D_{\eta\eta} = 0 \), which is the case that was considered by Citti and Sarti [23] for the purpose of curve enhancement. However, we consider the freedom of selection of a diffusion scale in the \( \eta \)-direction very important as it is related to the selection of scale of the intensity profile orthogonal to the structures of interest. Furthermore, the first approximation only yields a simple expression for the resolvent case while for the time-process one still needs to solve an integral numerically. The second approximation, on the other hand, renders a non-differentiable approximation for the Green’s function and is therefore not usable for the purpose of regularized derivatives at all.

Because of the practical problems with method 1, we reside to method 2 or method 3. Method 2 will most likely be slower especially if the effective size of the iteratively calculated Green’s function is much smaller than the orientation
score. On the other hand, it is more accurate as one circumvents the interpolations involved in the \( SE(2) \)-convolution and the selection of the bounding box for the Green’s function. The selection of the right method should be considered for each practical case separately.

### 5.2.2 Gaussian Derivatives in Orientation Scores

The implementations in the previous section are rather complicated and not exact. However, the implementation becomes much simpler if we restrict to the case of \( \mu \)-isotropic diffusion cf. (2.84) on page 42, i.e.

\[
\partial_t U = \left( (\partial^2_\xi + \partial^2_\eta) + \mu^2 \partial^2_\theta \right) U = \left( (\partial^2_x + \partial^2_y) + \mu^2 \partial^2_\theta \right) U. \tag{5.2}
\]

Since this diffusion equation can be described using the commutative \( \partial_x, \partial_y, \) and \( \partial_\theta \) derivatives, this equation simplifies to the diffusion equation in \( \mathbb{R}^3 \), except for the \( 2\pi \)-periodicity of the \( \theta \) dimension. Therefore, the Green’s function is approximated by the Gaussian kernel

\[
G_{t_s,t_\theta}(x,y,\theta) = \frac{1}{8\sqrt{\pi^3 t^3_{s,t_\theta}}} e^{-\frac{x^2+y^2}{4t_s}-\frac{\theta^2}{4t_{\theta}}}, \quad \text{with } t_s = t \text{ and } t_\theta = \mu^2 t. \tag{5.3}
\]

In this special case we can use standard separable implementations of Gaussian derivatives, but we have to be careful because of the non-commuting operators. A normal \((i,j,k)\)th order isotropic Gaussian derivative implementation for a 3D image \( f \) adheres to the right-hand side of the following equation

\[
\partial^i_x \partial^j_y \partial^k_z e^{t(\partial^2_x + \partial^2_y)} f = \partial^i_x e^{t \partial^2_x} \left( \partial^j_y e^{t \partial^2_y} \left( \partial^k_z e^{t \partial^2_z} f \right) \right). \tag{5.4}
\]

The right-hand side of this equation shows that the operator is separable, since it consists of a concatenation of three operators that are each one-dimensional only. When using a direct convolution implementation the complexity drops from \( \mathcal{O}(N^3K^3) \) (3D convolution) to \( \mathcal{O}(N^3K) \) (3N\(^2\) 1D convolutions) where \( N \) is the image size in one dimension and \( K \) the size of the one-dimensional sampled Gaussian derivative.

We want to use the same implementations to construct Gaussian derivatives in orientation scores, meaning that we have to ensure that the same permutation of differential operators and regularization operators is allowed. By noting that

\[
\partial^i_\xi \partial^j_\eta \partial^k_\theta e^{t(\partial^2_\xi + \partial^2_\eta)} = \partial^i_\xi \partial^j_\eta e^{t_\xi(\partial^2_\xi + \partial^2_\eta)} \partial^k_\theta e^{t_\theta \partial^2_\theta},
\]

and

\[
\partial^k_\xi \partial^i_\eta \partial^j_\theta e^{t(\partial^2_\xi + \partial^2_\eta)} \neq \partial^k_\xi \partial^j_\eta \partial^i_\theta e^{t_\xi(\partial^2_\xi + \partial^2_\eta)}, \tag{5.5}
\]

we conclude that we should first calculate the orientational derivative \( \partial_\theta \) and then the commuting spatial derivatives \( \{ \partial_\xi, \partial_\eta \} \), which are calculated from the Cartesian derivatives \( \{ \partial_x, \partial_y \} \) using \( \partial_\xi = \cos \theta \partial_x + \sin \theta \partial_y \) and \( \partial_\eta = -\sin \theta \partial_x + \cos \theta \partial_y \).
The commutator relations \([\partial_\theta, \partial_\xi] = \partial_\eta\) and \([\partial_\theta, \partial_\eta] = -\partial_\xi\) (introduced in Subsection 2.8.2) allow to rewrite the derivatives in this “canonical” order. For instance, the derivative \(\partial_\xi \partial_\theta\) can be calculated directly with Gaussian derivatives, while \(\partial_\theta \partial_\xi\) must be operationalized with Gaussian derivatives as \(\partial_\xi \partial_\theta + \partial_\theta\). Figure 5.2 displays the first and second order canonically ordered Gaussian derivative jet of an orientation score.

In the rest of this thesis, we will use Gaussian derivatives for regularized left-invariant derivatives in orientation scores. One can argue that choosing \(D_{\xi \xi} > D_{\eta \eta}\) is a better choice, because such regularization is better adapted to the local anisotropic structure of the orientation score, which is mainly aligned with the \(\xi\)-direction. On the other hand, in an orientation score obtained from a noisy image, most noise can be found in the \(\eta\)-direction. This is caused by the strongly oriented shape of the orientation score construction kernels of Subsection 2.4.1 on page 19, which already leads to blurring in the direction of the structure and not orthogonal to it. These two opposing considerations suggest that using \(D_{\xi \xi} = D_{\eta \eta}\) is a good practical compromise, which is also the best choice concerning computation speed.

### 5.3 Tangent Vector Estimation

For each position \(g \in SE(2)\) in the orientation score, we aim to find the exponential curve \(g \gamma_c\), see Subsection 2.8.6, that locally first best to the data. Figure 5.3 illustrates this on the image plane \(\mathbb{R}^2\). The local optimal fitting exponential curve should not only be feasibly estimated at the centerlines of curves, but also if we shift a bit away from the centerline. At non-oriented positions \(g \in SE(2)\), however, the tangent vector \(c(g)\) is not defined.

We aim to handle lines, contours, and oriented patterns on the same footing, i.e. for all cases we want to obtain an appropriate tangent vector estimate, as shown in Figure 5.3. Remember that in Subsection 2.4.1 we described the design of an invertible orientation score, which had to approximately fulfill the quadrature property in \(\eta\)-direction, i.e. orthogonal to horizontal oriented structures. Therefore the input to our tangent vector estimation procedure is the phase invariant orientation score (see Figure 5.1b), which is found by

\[
\hat{U} = \left| U_\hat{f} \right|, \quad \text{with} \quad \hat{f} = f - (f *_{\mathbb{R}^2} G_{\sigma_s}).
\]  

(5.6)

By construction of \(\hat{f}\) from the original image \(f\), the low frequency components are left out, which ensures that we have mean grey-value invariance. Figure 5.1b

If we follow an oriented structure in the orientation score \(\hat{U}\), the left-invariant gradient \(\nabla \hat{U} = (\partial_{\xi}, \partial_{\eta}, \partial_\theta)^T \hat{U}\) at all positions should remain constant. For example on the centerline of a curve the gradient remains zero, while the gradient will have
<table>
<thead>
<tr>
<th>$\mathbb{P}_{\mathbb{R}^2} \gamma_c$</th>
<th>line</th>
<th>contour</th>
<th>oriented pattern</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="image1.png" alt="Diagram" /></td>
<td><img src="image2.png" alt="Diagram" /></td>
<td><img src="image3.png" alt="Diagram" /></td>
<td><img src="image4.png" alt="Diagram" /></td>
</tr>
</tbody>
</table>

(a) $c(x, 0) = (1, 0, 0), \kappa = 0$

(b) $c(x, 0) = (1, 0, 0.018), \kappa = 0.018 \text{ 1/pixel}$

(c) $c(x, 0) = (1, 0, -0.01), \kappa = 0.01 \text{ 1/pixel}$

Figure 5.3: Illustration of the interpretation of a tangent vector $c(x, 0) \in T_{(x,0)}(SE(2))$ projected onto the image plane $\mathbb{R}^2$. The first column shows three examples of exponential curves $\gamma_c$ in $SE(2)$ projected onto $\mathbb{R}^2$ and the tangent vector at position $(x, 0)$. For nonzero curvature cf. (b) and (c) the tangent vector $c$ is visualized as a “curved tangent vector”. At the center position, indicated by the black dot, the projected exponential curves shown in the first column have the same orientation and curvature as the elongated structures in the image patches shown in the second, third, and fourth column. This means that in the corresponding orientation score $c$ is tangent to the local elongated structure. The image patches have a size of $100 \times 100$ pixels. The aim of tangent vector estimation is to automatically obtain the tangent vector $c(x, \theta)$ from the orientation score corresponding to the image.
a small constant \( \eta \)-component if we are a little bit off from the centerline. Thus, we formulate a minimization problem that minimizes over the “iso-contours” of the left-invariant gradient vector at position \( g \), leading to

\[
\mathbf{c}^*(g) = \arg \min_{\mathbf{c}(g)} \left\{ \left\| \frac{d}{dt}(\nabla \dot{U}(g, \gamma_{c(g)}(t))) \right\|_{\mu}^2 \right\} \text{ s.t. } \| \mathbf{c}(g) \|_{\mu} = 1 \tag{5.7}
\]

where \( \mathbf{c}(g) = (c^x(g), c^y(g), c^z(g)) \), the norm \( \| \cdot \|_{\mu} \) is defined in Subsection 2.8.4 on page 36, and \( g \gamma_{c_0}(t) = g \exp(t(c^x \partial_x + c^y \partial_y + c^z \partial_z)) \), recall (2.72).

The minimizing equation in (5.7) is a norm of a covector and can be rewritten as

\[
\left\| \frac{d}{dt}(\nabla \dot{U}(\gamma_{c(g)}(t))) \right\|_{\mu}^2 = \| \nabla (\nabla \dot{U}(g)) \gamma_{c(g)}(0) \|_{\mu}^2 = \| \mathcal{H} \dot{U}(g) \mathbf{c}(g) \|_{\mu}^2. \tag{5.8}
\]

For notational simplicity, from now on we do not explicitly denote the orientation score position \( g \), and we rewrite the right-hand side of the latter equation as

\[
\| \mathcal{H} \dot{U} \mathbf{c} \|_{\mu}^2 = (\mathcal{H} \dot{U} \mathbf{c}, \mathcal{H} \dot{U} \mathbf{c})_\mu = (\mathbf{M}_\mu \mathcal{H} \dot{U} \mathbf{c}, \mathbf{M}_\mu \mathcal{H} \dot{U} \mathbf{c})_1 = (\mathbf{c}, (\mathcal{H} \dot{U})^T \mathbf{M}_\mu^2 (\mathcal{H} \dot{U}) \mathbf{c})_1, \tag{5.9}
\]

where \( \mathbf{M}_\mu = \text{diag}\{1/\mu, 1/\mu, 1\} \) and \( (\cdot, \cdot)_1 \) denotes the normal \( \mathbb{R}^3 \) inner product. The Hessian \( \mathcal{H} \dot{U} \) is defined by

\[
\mathcal{H} \dot{U} = \nabla (\nabla \dot{U}) = \begin{pmatrix}
\partial_{\xi}^2 \dot{U} & \partial_{\eta} \partial_{\xi} \dot{U} & \partial_{\theta} \partial_{\xi} \dot{U} \\
\partial_{\eta} \partial_{\eta} \dot{U} & \partial_{\eta}^2 \dot{U} & \partial_{\theta} \partial_{\eta} \dot{U} \\
\partial_{\theta} \partial_{\xi} \dot{U} & \partial_{\theta} \partial_{\eta} \dot{U} + \partial_{\eta} \dot{U} & \partial_{\theta}^2 \dot{U}
\end{pmatrix}, \tag{5.10}
\]

The side condition \( \| \mathbf{c} \|_{\mu} = 1 \) can be rewritten as

\[
\| \mathbf{c} \|_{\mu} = (\mathbf{M}_\mu^{-1} \mathbf{c}, \mathbf{M}_\mu^{-1} \mathbf{c})_1 = (\mathbf{c}, \mathbf{M}_\mu^{-2} \mathbf{c})_1. \tag{5.11}
\]

By Euler-Lagrange minimization \( (\nabla \| (\mathcal{H} \dot{U}) \mathbf{c} \|_{\mu}^2 - \lambda (1 - \| \mathbf{c} \|_{\mu}) = 0 \) we get for the optimum \( \mathbf{c}^* \):

\[
(\mathcal{H} \dot{U})^T \mathbf{M}_\mu^2 (\mathcal{H} \dot{U}) \mathbf{c}^* = \lambda \mathbf{M}_\mu^{-2} \mathbf{c}^*. \tag{5.12}
\]

This can be rewritten as

\[
(\mathbf{M}_\mu \mathcal{H} \dot{U} \mathbf{M}_\mu)^T (\mathbf{M}_\mu \mathcal{H} \dot{U} \mathbf{M}_\mu) \mathbf{c}^* = \lambda \mathbf{c}^*, \tag{5.13}
\]

where \( \mathbf{c}^* = \mathbf{M}_\mu^{-1} \mathbf{c}^* \) which amounts to eigensystem analysis of the symmetric \( 3 \times 3 \) matrix \( (\mathbf{M}_\mu \mathcal{H} \dot{U} \mathbf{M}_\mu)^T (\mathbf{M}_\mu \mathcal{H} \dot{U} \mathbf{M}_\mu) \), where one of the three eigenvectors gives \( \mathbf{c}^* \).
The eigenvector with the smallest corresponding eigenvalue is selected as tangent vector \( \tilde{c}^* \), and the desired tangent vector \( c^* \) is then given by \( c^* = M_\mu \tilde{c}^* \). The curvature and deviation from horizontality can now be obtained from \( c^* \) using the expression from Subsection 2.8.7 on page 39, i.e.

\[
\kappa = \frac{c^\theta \text{sign}(c^\xi)}{\sqrt{(c^\eta)^2 + (c^\xi)^2}},
\]

(5.14)

and

\[
d_H = \text{arctan} \left( \frac{c^\eta}{c^\xi} \right).
\]

(5.15)

Optionally, an increased noise-robustness can be achieved by component-wise blurring of the matrix \( (M_\mu \hat{H} \hat{U} M_\mu)^T (M_\mu \hat{H} \hat{U} M_\mu) \) before performing eigensystem analysis, i.e. (5.13) is replaced by

\[
(G_{\rho_s,\rho_o} \ast (M_\mu \hat{H} \hat{U} M_\mu)^T (M_\mu \hat{H} \hat{U} M_\mu)) \tilde{c}^* = \lambda \tilde{c}^*,
\]

(5.16)

where \( \rho_s \) and \( \rho_o \) are the spatial and orientational scales respectively. The derivatives in \( \hat{H} \hat{U} \) are regularized derivatives, either using Gaussian derivatives cf. Subsection 5.2.2 or generalized derivatives cf. Subsection 5.2.1. The post-blurring ensures that matrices that describe the local structure inaccurately become more consistent with the surrounding. This approach is similar to the structure tensor where one applies post-blurring on the matrices formed by the dyadic product of the gradient with itself.

### 5.3.1 Enforcing Horizontality

The procedure described above will not work for periodic oriented patterns, e.g. the patterns shown in the right column of Figure 5.3. This is caused by the way we construct the input feature orientation score \( \hat{U} \) cf. (5.6). Regular oriented patterns in the image, such as the image in Figure 5.1a, result in a flat response in \( \hat{U} \), as is illustrated in Figure 5.1b. Consequently, tangent vectors \( c(g) \) tangent to oriented patterns at \( g \) are not well-defined.

For images with oriented patterns, the problem is solved by forcing the deviation from horizontality to zero\(^1\). On curves that are not exactly horizontal, for example because the number of sampled orientations \( N_o \) is chosen to be fairly low, the performance of the tangent vector estimation is expected to decrease.

Horizontality is imposed by forcing \( c^\eta \) to zero in (5.7). In the minimization term,

\(^1\)Alternatively one could use a different (application-specific) feature orientation score \( \hat{U} \) for feature estimation which is better suitable for oriented patterns.
\((H \dot{U} c^*)\) can now be rewritten as
\[
H \dot{U} |_{\eta = 0} = H_{\text{hor}} \dot{U} c_{\text{hor}} = \begin{pmatrix}
\partial_{\xi} \partial_{\eta} \dot{U} & \partial_{\theta} \partial_{\eta} \dot{U} \\
\partial_{\xi} \partial_{\theta} \dot{U} & \partial_{\theta}^2 \dot{U}
\end{pmatrix} (c^\xi). 
\]

Now the Euler Lagrange equation gives
\[
(M_\mu H_{\text{hor}} \dot{U} M_{\mu,\text{hor}})^T (M_\mu H_{\text{hor}} \dot{U} M_{\mu,\text{hor}}) \tilde{c}_{\text{hor}}^* = \lambda \tilde{c}_{\text{hor}}^*,
\]
where \(\tilde{c}_{\text{hor}}^* = M_{\mu,\text{hor}} c_{\text{hor}}^*\) and \(M_{\mu,\text{hor}} = \text{diag}\{1/\mu, 1\}\). If one applies post-blurring this equation becomes
\[
(G_{\rho_\rho} * (M_\mu H_{\text{hor}} \dot{U} M_{\mu,\text{hor}})^T (M_\mu H_{\text{hor}} \dot{U} M_{\mu,\text{hor}})) \tilde{c}_{\text{hor}}^* = \lambda \tilde{c}_{\text{hor}}^*.
\]
Solving equation (5.18) or (5.19) amounts to eigensystem analysis of a symmetric 2 \times 2 matrix. The eigenvector corresponding to the smallest eigenvalue should be selected and the curvature is given by
\[
\kappa = \frac{c^\theta}{c^\xi}. 
\]

The deviation from horizontality is inherently zero in this case. The fact that we have 2 \times 2 matrices instead of 3 \times 3 is a computational advantage of this approach.

### 5.3.2 Structure Tensor Approach

An alternative approach to the tangent vector estimation using the Hessian is to use the structure tensor as has been proposed by Van Ginkel [137, 138] for the purpose of curvature estimation. In this approach one simply replaces the Hessian by the structure tensor, defined by
\[
S \dot{U}(x, \theta) = \tilde{R}_\theta \cdot \begin{pmatrix}
\partial_x \dot{U} \\
\partial_y \dot{U} \\
\partial_\theta \dot{U}
\end{pmatrix}^T, \quad (x, \theta) \cdot \tilde{R}_\theta^T,
\]
with
\[
\tilde{R}_\theta = \begin{pmatrix}
\cos \theta & -\sin \theta & 0 \\
\sin \theta & \cos \theta & 0 \\
0 & 0 & 1
\end{pmatrix}.
\]

where the derivatives, which are not the left-invariant ones, are implemented by Gaussian derivatives, and \(G_{\rho_\rho}\) denotes the Gaussian smoothing kernel that is applied componentwise to the structure tensor. On the resulting structure tensors we apply eigensystem analysis in exactly the same manner as described above for \((H \dot{U})^T (H \dot{U})\). In Subsection 5.5.1 we will see the advantages and disadvantages of the structure tensor approach.
5.4 Orientation Confidence

In a 3D image, an often used measure for orientation confidence is the sum of the two second order derivatives orthogonal to the orientation of the elongated structure, which amounts to the sum of the two largest absolute eigenvalues of the Hessian matrix. In fact, this corresponds to the Laplacian in the plane orthogonal to the line structure.

In the orientation score we adopt the same approach. As measure for orientation confidence we take the Laplacian in the plane orthogonal to the line, which is calculated at \( g \in SE(2) \) by

\[
s(g) = -\Delta_o \hat{U}(g) = -((e_1^o(g))^T \mathcal{H} \hat{U}(g) e_1^o(g) + (e_2^o(g))^T \mathcal{H} \hat{U}(g) e_2^o(g)),
\]

(5.23)

where \( e_1^o \) and \( e_2^o \) are two vectors that are orthonormal to the tangent vector \( c \) with respect to the inner product defined in equation (2.65), i.e.

\[
(c, e_1^o)_\mu = 0, \quad (c, e_2^o)_\mu = 0, \quad (e_i^o, e_j^o)_\mu = \delta_{ij}, \quad i, j \in \{1, 2\}. \tag{5.24}
\]

The minus sign in (5.23) is included in order to get a positive response for oriented structures: an oriented structure at position \( g \) always renders a convex hill in the intensity landscape around \( \hat{U}(g) \), no matter whether the structure is dark or light relative to the background. Therefore an oriented structure always yields a negative value for the second order derivative.

5.5 Results

For the evaluation of the quality of the estimations of curvature and deviation from horizontality, we use the test images displayed in Figure 5.4, which all have a resolution of 128 \( \times \) 128 pixels. We evaluate the method on test images with both oriented patterns and lines. We do not include test images with contours, since there is no reason to assume different results for lines and contours due to the construction of the feature orientation score cf. (5.6). The test image “circle pattern” is chosen because it contains a wide range of different curvatures, and because it is a useful test image for evaluating the quality of the method on regular oriented patterns. Test image set “separate circles” in Figure 5.4 represents a collection of test images containing circles with radii \{5, 6, 7, \ldots, 50\}. In this way we can evaluate curvature estimation for a wide range of curvatures on separate line structures in images.

To obtain noisy images, Gaussian noise is added. The following definition is used for the signal-to-noise ratio (SNR)

\[
\text{SNR} = \frac{\max(\text{image}) - \min(\text{image})}{2\sigma_{\text{noise}}^2},
\]

(5.25)
Figure 5.4: Curvature estimation test images. All images are $128 \times 128$ pixels. The test images “separate circles” represent a collection of test images containing circles with radii \{5, 6, 7, \ldots, 50\}.
where $\sigma_{\text{noise}}$ is the standard deviation of the Gaussian noise.

In all experiments, the images are transformed to orientation scores using the orientation score transform of Subsection 2.4.1 on page 19 with parameter values $s_0 = \pi / 32$, $k = 2$, $q = 8$, $t = 660$, and $\sigma_s = 50$. Subsequently, unless denoted differently, we use as parameters for the Hessian method $t_s = 9.5$, $\rho_s = 0.5$, and $\mu = 0.08$.

For the test images (Figure 5.4) we do know the ground truth orientation $x \mapsto \theta_{\text{true}}(x)$ and curvature $x \mapsto \kappa_{\text{true}}(x)$. Furthermore, for all images a mask is defined specifying at which position the curvature should be taken into account. For “circle pattern” this ensures that all circles with radii 5 to 50 are taken into account. This range is chosen such that the results are not influenced too much by boundary artefacts and no problems arise due to the singularity in the middle of the image (where the curvature is theoretically infinite). For “separate circles”, each image with a different circle radius has its own mask, ensuring that only curvature estimates are taken into account at pixel positions that have a distance to the centerline of at most 1 pixel.

To display the results, we take for each spatial position which is in the mask the curvature estimate $\kappa_{\text{est}}$ for the known orientation and compare it to the ground truth curvature. In all experiments we display a density plot showing $|1/\kappa_{\text{est}}|$ (vertical) against the true curvature $|1/\kappa_{\text{true}}|$ (horizontal). For “separate circles”, the curvature estimation results for all radii are fused into one density plot.

In the forthcoming subsections we will evaluate

1. Using the Hessian versus structure tensor approach;
2. The effect of using the full Hessian versus enforcing horizontality;
3. Varying the numbers of orientations;
4. The effect of crossing curves.

### 5.5.1 Hessian versus Structure Tensor

The parameters for the Hessian approach are given above. For the structure tensor approach (see Subsection 5.3.2 and [137]), we use parameters $t_s = 2.5$, $\rho_s = 7.5$, and $\mu = 0.08$. The parameters are chosen such that the total amount of Gaussian blurring is the same as the Hessian case, in order to take the same neighborhood into account. The derivative scale and post-blurring scale for both methods individually are chosen such that both methods seem to perform optimally.

The results are shown in Figure 5.5. We observe that
Figure 5.5: Curvature estimation results for structure tensor and gaussian hessian, with enforcing horizontality. See text (Subsection 5.5.1) for details.
• The results of the Gaussian Hessian method are quite good, although the performance decreases significantly as noise is added. Further tuning of the scale parameters might lead to more noise robustness.

• On “circle pattern”, the structure tensor has a large bias: the curvature estimates are too small over a wide range of the highest curvature values. The post-blurring that is needed to obtain useful information for the structure tensor, causing neighboring circles with other curvature values to influence the estimate. The fact that the bias is negative is caused by the fact that in our image, the majority of the pixels around an arbitrary position $\mathbf{x}$ have true curvature values that are smaller than the curvature at $\mathbf{x}$.

• On “separate circles”, the structure tensor shows a “zigzag edge”. This is caused by the mask we use for all individual circle images, which is 3 pixels wide. Apparently, the structure tensor estimate is negatively biased at positions off from the centerline.

5.5.2 Effect of Enforcing Deviation from Horizontality

Figure 5.6 shows the difference between taking the full Hessian cf. (5.16) and enforcing horizontality cf. (5.19) for curvature estimates on horizontal and non-horizontal positions. A curvature estimate at a non-horizontal position $d_H = \pi/4$ is obtained by taking the curvatures at $\theta_{true} + \pi/4$. It is considered important to have a good curvature estimate also on slightly non-horizontal positions as well for the nonlinear diffusion processes in the next chapter.

We observe in Figure 5.6 that

• For the cases $d_H = 0$, in the noise-free case it does not matter whether to enforce horizontality or to take the full Hessian.

• For the cases $d_H = \pi/4$, we observe that the horizontal Gaussian Hessian estimates fail, while the results are reasonably good for the full Gaussian Hessian method. This holds for both the “circle pattern” and the “separate circles”.

5.5.3 Estimation of Deviation from Horizontality

In this experiment we consider the full Gaussian Hessian method and study the quality of the estimation of curvature and deviation from horizontality, as function of noise and the number of orientations.
no noise
circle pattern, Gauss. Hessian Hor. separate circles, Gauss. Hessian Hor.
\[ d_H = 0 \quad d_H = \pi/4 \]

SNR=2
circle pattern, Gauss. Hessian Hor. separate circles, Gauss. Hessian Hor.
\[ d_H = 0 \quad d_H = \pi/4 \]

Figure 5.6: Curvature estimation results showing the difference between taking the full Hessian and enforcing horizontality on curvature estimates on horizontal and non-horizontal positions. See text (Subsection 5.5.2) for details.
circle pattern, $s_\theta = \pi/32$

no noise
curvature deviation from hor.

separate circles, $s_\theta = \pi/32$
curvature deviation from hor.

SNR=2
circle pattern, $s_\theta = \pi/4$
curvature deviation from hor.

separate circles, $s_\theta = \pi/4$
curvature deviation from hor.

Figure 5.7: Results of curvature estimation and deviation from horizontality estimation for two different numbers of sampled orientations. See text (Subsection 5.5.3) for details.
For the evaluation of the deviation from horizontality, we display a density plot showing $|d_{H_{est}}|$ (vertical) cf. (5.15) against the true curvature $|d_{H_{true}}|$ (horizontal), where the true deviation from horizontality is obtained by $|d_{H_{true}}(x, \theta)| = |\theta - \theta_{true}(x)|$. The plots are shown for $0 \leq |d_{H}| \leq \frac{\pi}{4}$ since this is the range over which we consider a correct estimation of the deviation from horizontality most important.

Figure 5.7 shows the results. The major points are

- The estimates for $d_{H}$ on “circle pattern” are poor. For $s_\theta = \pi/4$ and for the noisy cases they are completely unreliable. This is as expected, as the reason for this was already discussed in Subsection 5.3.1, but it is important to take into account in practice.

- For “separate circles” the $d_{H}$ estimates are quite good, although they are slightly negatively biased.

### 5.5.4 Handling Crossing Curves

Figure 5.8 shows the curvature estimation in the displayed image with crossing curves, for different noise levels and number of orientations. The most important findings are

- A decrease in performance can be seen compared to the “circle pattern” test image. After all, an orientation score transform cannot perfectly separate the responses of the different curves.

- The method is sensitive to a decrease in the number of orientations. The higher the number of orientations, the better the oriented structures are separated.

### 5.6 Conclusions

We have shown how one can compute left-invariant derivatives where left-invariant diffusion with a diagonal diffusion tensor acts as the regularizer. We showed that we can use normal Gaussian derivatives for the case $D_{\xi\xi} = D_{\eta\eta}$.

We have used the regularized derivatives to estimate a tangent vector, which is tangent to the locally best fitting exponential curve on each position in the orientation score. Using this tangent vector we have calculated three features describing the local structure in the orientation score: curvature $\kappa$, deviation...
crossing structures, no noise

crossing structures, SNR=2

Figure 5.8: Curvature estimation on an image with crossing structures. See text (Subsection 5.5.4) for details.
from horizontality $d_H$, and orientation confidence $s$. Note, that these three scalar-valued features are a simple description for local curves; they do not completely describe the local second order derivative structure of the orientation score, which is captured by the 8 different scalars in the Hessian matrix cf. (5.10).

The experimental results show that the curvature estimates are in general reliable. However, it depends on the application which variant should be used. For images with lines and contours one can use the full Hessian method, which also provides an estimate for the deviation from horizontality. On the other hand, for images with oriented patterns it might be preferable to enforce horizontality.
If we knew what it was we were doing, it would not be called research, would it?

Albert Einstein (1879–1955)

6

Nonlinear Coherence-Enhancing Diffusion on Orientation Scores

This chapter is based on:


6.1 Introduction

Nonlinear diffusion is widely used in image processing. Perona and Malik [111] started this field of research by proposing an isotropic nonlinear diffusion technique where the diffusion is inhibited at edges. In this way, noise is reduced while edges remain sharp. Later, nonlinear anisotropic\footnote{In literature, ambiguity arises for the term “anisotropic”; sometimes isotropic diffusion processes that are made adaptive to the local structure are called to be anisotropic. Here, we use the term anisotropic for diffusion where an unequal amount of diffusion is applied in different directions.} diffusion equations have been studied, leading for instance to the well-known edge- and coherence-enhancing diffusion techniques [147]. The latter class of techniques improves the enhancement of edges resp. fibrous and line-like structures in images.

In Chapter 1 we already posed the problem of crossing and bifurcating structures. These cases are problematic for common nonlinear anisotropic diffusion techniques. Therefore, in this chapter we propose an anisotropic nonlinear diffusion method on orientation scores. The obvious advantage of our approach is that we can handle crossing structures appropriately, as shown in Figure 6.1.

We will first pose the requirements that our diffusion process should fulfill. This leads to a definition of a nonlinear adaptive diffusion equation on $SE(2)$ that adapts the diffusion to the local curvature and deviation from horizontality (see Chapter 5) of elongated structures. Subsequently, two explicit numerical finite difference schemes will be presented to solve the diffusion equation. We will derive stability bounds for these schemes. Finally, we will show results of coherence-enhancing diffusion on orientation scores on artificial and biomedical images with crossing and curved elongated structures.

This chapter uses many results from previous chapters, especially from Chapters 2 and 5. For the sake of clarity, Figure 6.2 provides a schematic overview of the entire algorithm, including references to the appropriate sections in this thesis.

6.1.1 Related work

Many methods for enhancing elongated structures are based on nonlinear anisotropic diffusion equations on the image. This idea was pioneered by Nitzberg et al. [104] and Cottet et al. [26]. Later on, Weickert proposed edge- and coherence-enhancing diffusion filtering [146, 147], which uses the structure tensor to steer the diffusion process. The coherence-enhancing diffusion method solves the diffusion equation...
6.1. Introduction

Figure 6.1: Example of coherence-enhancing diffusion on orientation scores. The image is constructed from two rotated 2-photon microscopy images of collagen tissue of a tissue-engineered heart valve. At $t = 2$ our method achieves a good enhancement of the image. Comparing the result at $t = 30$ with standard coherence-enhancing diffusion (CED), we can clearly see the improved performance for crossing structures.

on $\mathbb{R}^2$ (see eq. (2.80) on page 41), where the diffusion tensor is given by

$$D(x) = \lambda_1 e_1(x) e_1(x)^T + \lambda_2(x) e_2(x) e_2(x)^T,$$

with $\lambda_1 = \alpha$, and

$$\lambda_2(x) = \begin{cases} 
\alpha & \text{if } \mu_1(x) = \mu_2(x); \\
\alpha + (1 - \alpha) \exp \left( \frac{-C}{(\mu_1(x) - \mu_2(x))^2} \right) & \text{otherwise},
\end{cases} \quad (6.1)$$

where $C > 0$ controls the nonlinear behavior, $0 < \alpha \ll 1$ is a small parameter that ensures that the diffusion tensors are positive definite, $\mu_1(x)$ and $\mu_2(x)$ are the eigenvalues of the structure tensor with $\mu_1(x) > \mu_2(x)$, and $e_1$ and $e_2$ are the corresponding eigenvectors. The structure tensor is given by

$$Sf(x) = \left\{ G_\rho \ast \left( \begin{array}{c} \partial_x (f \ast G_\sigma) \\
\partial_y (f \ast G_\sigma) \end{array} \right), \quad \left( \begin{array}{c} \partial_x (f \ast G_\sigma) \\
\partial_y (f \ast G_\sigma) \end{array} \right)^T \right\}(x). \quad (6.2)$$

Many publications have appeared inspired by coherence-enhancing diffusion and related methods, which all applied the nonlinear diffusion directly on the image. Besides by the work of Weickert, our approach has been inspired by Manniesing et al. [94, 95], who proposed to steer the diffusion using the vessel resemblance function, which is based on the Hessian instead of the structure tensor. Furthermore, Tschumperlé [134] proposed the idea to include curvature into the diffusion process in order to improve enhancement of curved structures.

An interesting alternative approach for handling crossing elongated structures is proposed by Scharr [121]. The method analyzes crossing oriented patterns using higher order derivatives using the approach of [130]. Instead of the gradient, the second order jet operator is used to both calculate a structure tensor and for the gradient and divergence of a diffusion-like PDE. The drawback of this method
Figure 6.2: Flow chart of the CED-OS (Coherence-Enhancing Diffusion in Orientation Score) method.

is that the order of the PDE high, and gets even higher if one wants to deal with crossings of more than two elongated structures. Furthermore, it is only suitable to handle crossing curves with a large crossing angle. Our approach is more general, in the sense that the amount of crossing curves we can deal with is determined by the number of sampled orientations.

In wavelet literature, several authors have investigated image enhancement via wavelet transforms that are both multi-orientation and multi-scale. The curvelet transform [19, 18, 127] is a discrete multi-scale and multi-orientation wavelet transform. Antoine et al. propose continuous directional wavelets [4, 5] and establish the wavelet theory on the similitude group. The main difference with our approach is that the orientation score wavelet transform leaves out scaling, while we are still able to reconstruct the image, as described in Section 2.4. Another difference is that instead of applying soft thresholds on the wavelet domain, which is common practice in wavelet literature, we explicitly employ the $SE(2)$ group structure in the wavelet domain. In fact, an orientation score wavelet picks up all image scales simultaneously$^3$. The notion of scale comes into play when considering processing operations on orientation scores, as the diffusion time of the left-invariant diffusion equations on $SE(2)$ can be interpreted as a scale parameter.

$^2$Besides the practical advantage of a reduction of storage requirements, another reason to leave out scaling is that the admissibility conditions for multi-scale multi-orientation wavelet transforms [5] require the oriented wavelet to oscillate along its radial direction. This is an undesirable effect that will cause problems for the diffusion processes that we aim at.

$^3$I.e. all scales within a reasonable range determined by the sampling and the image size
6.2 Requirements on Coherence-Enhancing Diffusion via Orientation Scores

In this chapter we are interested in the nonlinear diffusion equation given by (cf. (2.81))

\[
\begin{align*}
\partial_t W(g, t) &= \nabla \cdot (D(W)(g, t) \nabla W(g, t)), \quad g \in SE(2), t \geq 0, \\
W(g, 0) &= U(g).
\end{align*}
\]

(6.3)

To come to a feasible way to construct the diffusion tensor, next we formulate a number of additional requirements.

Firstly, oriented structures should be enhanced while noise should be reduced. For this purpose, non-oriented regions should be smoothed isotropically, while oriented regions should be smoothed anisotropically, taking into account the local orientation and curvature. This can be accomplished by an adaptive mixture of diffusion along the exponential curve and \(\mu\)-isotropic diffusion, cf. (2.87) on page 43

\[
D(W)(g) = (1 - D_a) \frac{\mu^2}{\|c\|_\mu^2} c c^T + D_a \text{diag}(1, 1, \mu^2), \quad 0 < D_a < 1,
\]

(6.4)

where, for the current nonlinear adaptive case, we have to substitute \(D_a = D_a(s(W(\cdot, t)))\) and \(c = c(W(\cdot, t))(g)\). The tangent vectors \(c\) can be estimated using the method described in Section 5.3 and \(D_a(s(W(\cdot, t))(g)) \in [0, 1]\) should be inversely proportional to a measure for orientation confidence, viz. the one that is described in Section 5.4. Notice that if \(D_a = 1\), the dependency on \(c\) in (6.4) drops out, which is desirable since on non-oriented positions the local tangent vector, and thus the curvature and deviation from horizontality, is undefined.

Secondly, crossing structures should be preserved. This is automatically accomplished by using orientation scores. The smallest crossing angle that can be preserved depends on the number of orientations \(N_o\) being used, as well as on the parameters of the orientation score transformation.

Thirdly, we aim at enhancement of lines, contours, and oriented patterns (see Figure 1.6 on page 9) simultaneously, in order to make the algorithm described here generally applicable for many different types of images. Of course, one might want to tailor the algorithm later on to a specific application that only demands enhancement of one of these elongated structures. To ensure uniform handling of these elongated structures, the calculation of the diffusion tensor should be performed in a phase-invariant way, as described in Section 5.3. Furthermore, we require average grey-value invariance. In accordance to equation (5.6) in Section 5.3, we specify the initial condition of (6.3) as

\[
W(g, 0) = U_\bar{f}(g), \quad \text{where } \bar{f} = f - (f *_{\mathbb{R}^2} G_{\sigma_z}),
\]

(6.5)
and the evolving feature orientation score that will be used to calculate the diffusion tensor is defined by

$$
\hat{W}(g,t) = |W(g,t)|, \text{ for all } g \in SE(2) \text{ and } t \in \mathbb{R}^+.
$$

Finally, grey-scaling invariance is guaranteed to be preserved by applying a global normalization of the values for orientation confidence $s(W(\cdot,t))$, i.e. the calculation of $D_a$ can be written as

$$
D_a(W(\cdot,t)) = \zeta \left( \frac{s(W(\cdot,t))}{\max_{g \in SE(2)} s(W(g,t))} \right),
$$

where $\zeta : \mathbb{R} \to [0,1]$ is a nonlinear function controlling the isotropy of the diffusion as function of the orientation confidence. The global normalization has the additional advantage that this function is easier to tune, as the range of values is independent on the scale parameters of the Hessian.

The nonlinear function $\zeta$ should have high orientation confidence if $D_a \approx 0$ and small or negative orientation confidence gives $D_a \approx 1$. Furthermore, the function should be continuous. In theory it should also be infinitely differentiable, but in practice this is not necessary since finite differences that will be used in the numerical schemes will anyway be bounded. Therefore, a large number of functions are possible, for instance

1. Exponential functions, given by

$$
\zeta(s) = \begin{cases} 
1 & s \leq 0; \\
1 - \exp \left( - \left( \frac{s}{c} \right)^n \right) & n > 0 \text{ and } s > 0; \\
\exp \left( - \left( \frac{s}{c} \right)^n \right) & n < 0 \text{ and } s > 0,
\end{cases}
$$

with $n \in \mathbb{Z} \setminus \{0\}$, $c \in \mathbb{R}^+$. The case $n = -1$ coincides with the nonlinear function that we proposed in earlier work [54, 53]. The case $n = -2$ corresponds to one of the nonlinear functions that Perona and Malik [111] apply on the gradient magnitude. The cases $n > 0$ correspond to the nonlinear functions that Weickert [146] proposes for Perona and Malik-like diffusion (usually with $n = 4$), coherence-enhancing diffusion (default $n = 2$) and edge-enhancing diffusions (default $n = 4$). The function is infinitely differentiable everywhere for the cases $n > 0$. For the cases $n < 0$, at $s = 0$ the function is only $-n - 1$ times differentiable.

2. Fractional functions, given by

$$
\zeta(s) = \begin{cases} 
\frac{1}{(q + (\frac{s}{c}))^p} & s \geq 0; \\
1 & \text{otherwise},
\end{cases}
$$

with $n \in \mathbb{N}$, $p \in \mathbb{R}^+$, $c \in \mathbb{R}^+$, $q \in \mathbb{R}^+$. 

(6.8)
The case \( q = 1, n = 2, \) and \( p = 1 \) coincides with the other type of diffusivities proposed by Perona and Malik [111]. The case \( q = 1, n = 2, \) and \( p = 1/2 \) coincides with the diffusivity of Charbonnier et al. [20]. The case \( q \to 0, n = 1, \) and \( p = 1 \) coincides with total variation flow [15]. This class of functions is infinitely differentiable everywhere except at \( s = 0 \) where it is \( n - 1 \) times differentiable.

The different classes of functions have different theoretical properties. Most importantly, the exponential function for \( n > 0 \) tend to sharpen edges since backward diffusion can occur, while the fractional functions do not possess this property [145]. From the practical point of view, however, on orientation scores there does not seem to be a strong reason to prefer one function over the other. Which one performs best is application dependent. In the experimental section (Section 6.5), we will therefore choose one of the functions purely based on experimental results.

## 6.3 Gauge Frame Interpretation of Anisotropic Diffusion in \( SE(2) \)

The idea of gauge coordinates in image processing [47] is to define a data-dependent orthogonal coordinate frame (the gauge frame) for the tangent space \( T_x(\mathbb{R}^n) \) at each position \( x \), such that the basis vectors are in alignment with some local feature of interest in the image. The advantage of gauge coordinates is that operations described in gauge coordinates are automatically rotation invariant. The most commonly used gauge coordinates are determined by the gradient of a 2D image, where one basis vector is fixed tangent and one is fixed orthogonal to the direction of the gradient.

The introduced nonlinear diffusion can be seen as a diffusion process in which the eigenvectors of the diffusion process are aligned with a second order gauge frame. In fact, the method establishes a \( \mu \)-orthogonal gauge frame \( \{ \partial_a, \partial_b, \partial_c \} \), where \( \mu \)-orthogonality is defined as

\[
(\partial_p, \partial_q)_{\mu} = \mu^2 \delta_{pq}, \quad p, q \in \{ a, b, c \}.
\] (6.10)

Since exponential curves provide a local description of the structures we are interested in, i.e. curved elongated structures, one of the components of the gauge frame should be established by the tangent vector \( c(g) \) at each position \( g \in SE(2) \) with \( \| c(g) \|_{\mu} = 1 \), i.e. (omitting the dependency on \( g \))

\[
\partial_a = \mu c^\theta \partial_\theta + c^\xi \partial_\xi + c^\eta \partial_\eta.
\] (6.11)

The other two components \( \partial_b \) and \( \partial_c \) should span the plane orthogonal to \( \partial_a \), and therefore cannot be uniquely defined. We make the an arbitrary, but unique
Figure 6.3: Illustration of curvature and deviation from horizontality (Subsection 2.8.7) and of the gauge frame (Section 6.3). Note that for visualization reasons, the lengths of the vectors are arbitrary. The true lengths are given by \( \|e\|_\mu = \|e_\theta\|_\mu = \|e_\xi\|_\mu = \|e_\eta\|_\mu = 1 \) and \( \|\partial_a\|_\mu = \|\partial_b\|_\mu = \|\partial_c\|_\mu = \mu \).

choice by ensuring that \( \{\partial_a, \partial_b, \partial_c\} \) coincides with the left-invariant coordinate frame \( \{\partial_\xi, \partial_\eta, \partial_\theta\} \) for the case of straight horizontal lines (\( \kappa = 0 \) and \( d_H = 0 \)), i.e.

\[
\partial_a = \partial_\xi, \quad \partial_b = \partial_\eta, \quad \partial_c = \mu\partial_\theta, \quad \text{iff } c = (0,1,0).
\] (6.12)

In terms of \( \kappa \) and \( d_H \) (as defined in Subsection 2.8.7 on page 39) this renders the following gauge frame

\[
\begin{pmatrix}
\partial_a \\
\partial_b \\
\partial_c
\end{pmatrix} = Q_{\kappa,\mu}^T \tilde{R}_{d_H}^T \begin{pmatrix}
\partial_\xi \\
\partial_\eta \\
\mu \partial_\theta
\end{pmatrix},
\]

(6.13)

where

\[
\tilde{R}_{d_H} = \begin{pmatrix}
\cos d_H & -\sin d_H & 0 \\
\sin d_H & \cos d_H & 0 \\
0 & 0 & 1
\end{pmatrix}, \quad Q_{\kappa,\mu} = \begin{pmatrix}
\mu & 0 & -\kappa \\
0 & \sqrt{\mu^2+\kappa^2} & 0 \\
\frac{-\kappa}{\sqrt{\mu^2+\kappa^2}} & 0 & \frac{\mu}{\sqrt{\mu^2+\kappa^2}}
\end{pmatrix}.
\]

This gauge frame is illustrated in Figure 6.3. Note that it actually involves two rotations, since \( Q_{\kappa,\mu} \) is also a rotation matrix with rotation angle \( \arccos \frac{\mu}{\sqrt{\mu^2+\kappa^2}} \).

The class of nonlinear \( SE(2) \) diffusions cf. (6.4) can now be expressed in the gauge...
coordinates as
\[
\begin{aligned}
\partial_t W(g,t) &= \left( \partial_a \partial_a + \partial_b (D_a \partial_b) + \partial_c (D_a \partial_c) \right) W(g,t), \\
W(g, t = 0) &= U_f(g).
\end{aligned}
\]

(6.15)

In left-invariant derivatives this equation can now be written as
\[
\begin{aligned}
\partial_t W(g,t) &= \left( \partial_{\xi} \partial_{\eta} \mu \partial_{\theta} \right) \left\{ \hat{R}_{dht} \mathbf{Q}_{\kappa,\mu} \begin{pmatrix} 1 & 0 & 0 \\ 0 & D_a & 0 \\ 0 & 0 & D_a \end{pmatrix} \mathbf{Q}_{\kappa,\mu}^T \hat{R}_{dht}^T \right\} \begin{pmatrix} \partial_{\xi} \\ \partial_{\eta} \\ \mu \partial_{\theta} \end{pmatrix} W(g,t).
\end{aligned}
\]

(6.16)

This equation coincides with the diffusion process cf. (6.4).

6.4 Numerical Schemes for Nonlinear Diffusion

In this section we will propose two explicit finite difference schemes to solve diffusion equation (6.3). We restrict to explicit schemes since implicit schemes are in general computationally expensive for our 3-dimensional anisotropic case. Furthermore, our anisotropic diffusion process requires good rotational invariance. Many efficient (semi)-implicit schemes with operator splitting, e.g. the additive operator splitting (AOS) scheme \cite{147}, are therefore discarded due to their poor rotation invariance (see Figure 6.4). The LSAS scheme \cite{150} has good rotational invariance and can be performed in 3D, however it is inherently designed for isotropic grids, which is problematic in our case since we do not have a natural notion of isotropy. One could use the artificial notion of \( \mu \)-isotropy and use LSAS, but this is only possible if we restrict to orientation score “voxels” that are \( \mu \)-isotropic, and there is no good reason for this restriction. Orientation score voxels are defined to be \( \mu \)-isotropic if the distance, with regard to the \( \mu \)-norm of Subsection 2.8.4, between two spatially neighboring sampling points is equal to the distance between two orientationally neighboring sampling points. This is only the case if \( \mu = s_\theta \), where \( s_\theta \) denotes the sample distance in the orientation dimension in radians.

6.4.1 Simple Explicit Finite Difference Scheme

A simple scheme for solving the nonlinear diffusion PDE (6.3) is obtained by rewriting the PDE to \( \partial_x, \partial_y, \) and \( \partial_\theta \) derivatives, and using centered finite differences to calculate the first order derivatives, e.g. for second order accurate finite
Figure 6.4: Comparison of rotation invariance of different numerical anisotropic diffusion schemes. The input to all algorithms is an image with dimensions $60 \times 60$ with a single Gaussian blob with scale 0.9 pixels, linear diffusion is applied with diffusion tensor $D = R_\theta \text{diag}(D_{xx}, D_{yy}) R_\theta^{-1}$, $\tau = 0.25$, and end time $t = 35$. The exact solution is found simply by convolving the input image with the anisotropic Gaussian kernel. Top row: $\theta = 0$, $D_{xx} = 1$, $D_{yy} = 0.0025$. Middle row: $\theta = \pi/4$, $D_{xx} = 1$, $D_{yy} = 0$. Bottom row: $D_{xx} = D_{yy} = 1$ (isotropic diffusion).

\[
\begin{align*}
\partial_x W^k(x, l) &\approx \frac{1}{2} (W^k(x + e_x, l) - W^k(x - e_x, l)), \\
\partial_y W^k(x, l) &\approx \frac{1}{2} (W^k(x + e_y, l) - W^k(x - e_y, l)), \\
\partial_{\theta} W^k(x, l) &\approx \frac{1}{2s_\theta} (W^k(x, l + 1) - W^k(x, l - 1)),
\end{align*}
\]

(6.17)

where $k \in \mathbb{N}$ denotes the discrete time and $(l \mod N_\theta) \in [0, N_\theta - 1]$ denotes the sampled orientation axis where $\theta = l s_\theta$ with orientation sample distance $s_\theta$. In the time direction we use the first order forward finite difference $(W^{k+1} - W^k)/\tau$ where $\tau$ the time step. The advantage of this scheme is the efficiency and good stability since the effective stencil size is 5 in each dimension rather than 3 in most other simple explicit schemes. The drawback, however, is that oscillations at the Nyquist frequency can occur, caused by the fact that a concatenation of two first order centered differences gives $\partial_x^2 W = \frac{1}{4} (W(x + 2e_x, l) - 2W(x, l) + W(x - 2e_x, l))$, i.e. the closest neighboring pixels are not taken into account. The latter problem can be resolved by adding some additional coupling between neighboring pixels,
for instance by using a 3-pixel scheme to perform the isotropic part of the diffusion [144].

6.4.1.1 Stability Analysis

For stability analysis, we consider the linear diffusion equation (6.3) assuming a constant anisotropy factor $D_a$ with $0 \leq D_a \leq 1$ and find an upper bound for time step $\tau$ such that the equation remains stable for all applicable cases. In $\{\partial_\theta, \partial_x, \partial_y\}$-coordinates, the diffusion tensor components are given by

$$
D_{xx} = \cos^2(\alpha) \cos^2(\theta) + D_a \left( \cos^2(\theta) \sin^2(\alpha) + \sin^2(\theta) \right),
$$

$$
D_{yy} = D_a \cos^2(\theta) + \left( \cos^2(\alpha) + D_a \sin^2(\alpha) \right) \sin^2(\theta),
$$

$$
D_{xx} = \frac{1}{q} \left( D_a - 1 \right) \cos(\alpha) \cos(\theta) \sin(\alpha),
$$

$$
D_{yy} = \frac{1}{q} \left( D_a - 1 \right) \cos(\alpha) \sin(\alpha) \sin(\theta),
$$

$$
D_{xy} = (1 - D_a) \cos^2(\alpha) \cos(\theta) \sin(\theta),
$$

$$
D_{\theta\theta} = \frac{1}{q^2} \left( D_a \cos^2(\alpha) + \sin^2(\alpha) \right),
$$

where $q = \frac{s_\theta}{\mu}$, $\sin \alpha = \frac{\kappa}{\sqrt{\mu^2 + \kappa^2}}$, and $\cos \alpha = \frac{\mu}{\sqrt{\mu^2 + \kappa^2}}$. The first order finite differences are defined in (6.17), rendering the following stencils for the second order finite differences that are applied in all three dimensions

$$
S_{ii} = \frac{1}{4} \left( 1 \quad 0 \quad -2 \quad 0 \quad 1 \right), \quad S_{ij|i\neq j} = \frac{1}{4} \left( \begin{array}{ccccc}
-1 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 \\
1 & 0 & 0 & -1
\end{array} \right).
$$

(6.19)

One numerical iteration can be written as

$$
W^{k+1} = W^k + \tau A(W^k)W^k = \left( I + \tau A(W^k) \right) W^k,
$$

(6.20)

where $M(W^k)$ is a square matrix with size equal to the total number of “voxels” in the orientation score. The numerical method is stable as long as the absolute values of all eigenvalues of $M$ are $\leq 1$.

The Gershgorin circle theorem [58] states that for a complex- or real-valued $n \times n$ matrix $M$, each eigenvalue is in at least one of the disks given by $\{ z : z \in \mathbb{C}, |z - C_i| \leq R_i \}$ where the center $C_i = M_{ii}$ and the radius $C_i = \sum_{j=1,i\neq j}^n |M_{ij}|$. Using this theorem we find that all eigenvalues are situated in a circle with center $C$ and radius $R$ given by

$$
C = 1 - \frac{\tau}{2} \left( D_{xx} + D_{yy} + D_{\theta\theta} \right)
$$

$$
R = \frac{\tau}{2} \left( |D_{xx}| + |D_{yy}| + 4|D_{\theta x}| + 4|D_{\theta y}| + 4|D_{xy}| + |D_{\theta\theta}| \right).
$$

(6.21)
Stability requires $-1 \leq C - R$ and $C + R \leq 1$. The first inequality gives as bound for $\tau$

$$
\tau \leq 4q^2 \left\{ (1 + q^2) + D_a (1 + 3q^2) + \cos(2\alpha)(D_a - 1)(1 - q^2) \\
+ 2q \left| (D_a - 1) \sin(2\alpha) \right| \left| \cos \theta \right| + \left| \sin \theta \right| \\
+ q^2 \left| (1 - D_a) \sin(2\theta) \cos(2\alpha) + 1 \right| \right\}^{-1}.
$$

(6.22)

Note that the second inequality $C + R \leq 1$ never holds as (6.21) shows that $C + R \geq 1$. However it can safely be discarded since $\mathbf{A}(\mathbf{W}^k)$ is negative definite i.e. $\sigma(\mathbf{A}(\mathbf{W}^k)) < 0$, where $\sigma$ denotes the spectrum of the matrix, implying $\sigma(\mathbf{M}(\mathbf{W}^k)) = \sigma(\mathbf{I} + \tau \mathbf{A}(\mathbf{W}^k)) = 1 + \tau \sigma(\mathbf{A}(\mathbf{W}^k)) < 1$ for all $\tau > 0$.

We want to find the case for which we get the lowest upper bound for $\tau$, to guarantee stability in all circumstances. For the sine and cosine terms in the denominator, these worst case values are

$$
\cos(2\alpha) = 1, \quad \text{for } \alpha = \frac{\pi}{4}, \\
\sin(2\alpha) = 1, \quad \text{for } \alpha = 0, \\
\left| \cos \theta \right| + \left| \sin \theta \right| = \sqrt{2}, \quad \text{for } \theta = \frac{\pi}{4}.
$$

(6.23)

Furthermore, for $D_a$ we have to set $D_a = 0$ to get the “worst case” for $\tau$, since degenerate anisotropic diffusion is most critical concerning stability. So, we find the following upper bound for $\tau$, which guarantees stability for all $\theta$, $\alpha$, and $0 \leq D_a \leq 1$

$$
\tau \leq \frac{4q^2}{1 + 2\sqrt{2}q + 3q^2 - |1 - q^2|}.
$$

(6.24)

For a typical value in practice of $q = \frac{s_\theta}{\mu} = \frac{\pi/32}{0.1}$ this yields $\tau \leq 0.60$, which is a fairly sharp upper bound if we consider our practical observations.

### 6.4.2 Left-Invariant Explicit Scheme with Spline Interpolation

The important property of the differential operators $\partial_{\xi}$, $\partial_{\eta}$, and $\partial_{\theta}$ is their left-invariance. The performance of a numerical scheme might therefore be more optimal if this left-invariance is carried over to the finite differences that are used. To achieve this we should define the spatial finite differences in the directions defined by the left-invariant basis vectors $\{e_\xi, e_\eta\}$, instead of the basis vectors $\{e_x, e_y\}$ that are aligned to the sample grid. In effect, the principal axes of diffusion in the spatial plane are always aligned with the finite differences as long as we only consider the case $d_H = 0$. The reason that we do not consider
nonzero deviation from horizontality is that this scheme becomes expensive and complicated in that case.

\[
\begin{align*}
\partial_\xi W &\approx \frac{1}{2} \left( W(x + e_\xi^l, l) - W(x - e_\xi^l, l) \right) \\
\partial^2_\xi W &\approx W(x + e_\xi^l, l) - 2W(x, l) + W(x - e_\xi^l, l) \\
\partial_\eta W &\approx \frac{1}{2} \left( W(x + e_\eta^l, l) - W(x - e_\eta^l, l) \right) \\
\partial^2_\eta W &\approx W(x + e_\eta^l, l) - 2W(x, l) + W(x - e_\eta^l, l) \\
\partial_\theta W &\approx \frac{1}{2s_\theta} (W(x, l + 1) - W(x, l - 1)) \\
\partial^2_\theta W &\approx \frac{1}{4s_\theta} (W(x + e_\xi^l, l + 1) - W(x + e_\xi^l, l - 1) - W(x - e_\xi^l, l + 1) + W(x - e_\xi^l, l - 1))
\end{align*}
\]

Figure 6.5: Illustration of the spatial part of the stencil of the numerical scheme. The horizontal and vertical dashed lines indicate the sampling grid, which is aligned with \(\{e_x, e_y\}\). The stencil points, indicated by the black dots, are aligned with the rotated left-invariant coordinate system \(\{e_\xi, e_\eta\}\) with \(\theta = l \cdot s_\theta\).

For the numerical scheme we apply the chain rule\(^4\) on the right-hand side of the PDE (6.3) expressed in left-invariant derivatives cf. (6.16) with \(d_H = 0\). The left-invariant derivatives are replaced by the finite differences defined in Figure 6.5. In time direction we use the first order forward finite difference. Interpolation is required at spatial positions \(x \pm e_\xi\) and \(x \pm e_\eta\). For this purpose we use the algorithms for B-spline interpolation proposed by Unser et al. [136] with B-spline order 2. This interpolation algorithm consists of a prefiltering step with a separable infinite impulse response filter to determine the B-spline coefficients. The interpolation images such as \(W^k(x \pm e_\xi)\) can then be calculated by a separable convolution with a shifted B-spline.

The main advantage of this scheme is the improved rotation invariance of, see Figure 6.4. The drawback, however, is the computational speed and the additional blurring caused by the interpolation scheme.

6.4.2.1 Stability Analysis

We derive a stability bound for the numerical scheme described above in the same fashion as for the numerical scheme described in Subsection 6.4.1. Again we

\[^4\text{I.e., analogue to 1D: } \partial_x(D \partial_x W) = D \partial^2_x W + (\partial_x D)(\partial_x W).\]
assume \(0 \leq D_a \leq 1\). In \(\{\partial_\theta, \partial_\zeta, \partial_\eta\}\) coordinates, the diffusion tensor is given by
\[
\begin{align*}
D_{\xi\xi} &= \cos^2(\alpha) + D_a \sin^2(\alpha), \\
D_{\eta\eta} &= D_a, \\
D_{\theta\xi} &= \frac{1}{q} \left( (D_a - 1) \cos(\alpha) \sin(\alpha) \right), \\
D_{\theta\eta} &= D_{\xi\eta} = 0, \\
D_{\theta\theta} &= \frac{1}{q^2} D_a \cos^2(\alpha) + \sin^2(\alpha),
\end{align*}
\] (6.25)

where \(q = \frac{\text{as}}{\mu}\). The used stencils for the second order finite differences are
\[
S_{ii} = \begin{pmatrix} 1 & -2 & 1 \end{pmatrix}, \quad S_{ij|i\neq j} = \frac{1}{4} \begin{pmatrix} -1 & 0 & 1 \\ 0 & 0 & 0 \\ 1 & 0 & -1 \end{pmatrix}.
\] (6.26)

In this scheme, all off-center stencil positions are obtained by second order spline interpolation, which has to be taken into account in the stability analysis. In the matrix \(M\), with \(W^{k+1} = M(W^k)W^k\), this interpolation leads to more nonzero off-diagonal terms since interpolation amounts to a linear combination of a number of voxel values. Second order B-spline interpolation does not preserve the global maximum \(m = \max_{g \in SE(2)}(W(g))\), but we can find a factor \(1 < \chi < \infty\) which gives an upper bound such that \(W_{\text{interpolated}}(g) \leq \chi \cdot m\) for all \(g\) i.e. for an arbitrary interpolation. This factor \(\chi\) is found as follows
\[
\chi = \max_{\Delta \in [-1/2,1/2]} \sum_{x=-\infty}^{+\infty} |C_2(x + \Delta)| = \sqrt{2},
\] (6.27)

where \(C_2\) is the cardinal spline [136] corresponding to the second order B-spline, which is in fact the net convolution kernel that is used for spline interpolation.

Using the Gershgorin circle theorem and taking into account \(\chi = \sqrt{2}\) we find for the circle center \(C\) and circle radius \(R\)
\[
\begin{align*}
C &= 1 - 2\tau \left( \frac{D_a}{q^2} + 1 \right) \cos^2(\alpha) + \left( D_a + \frac{1}{q^2} \right) \sin^2(\alpha) + D_a, \\
R &= 2\tau \left( \sqrt{2} D_a + \sqrt{2} \left| \frac{(D_a - 1) \cos(\alpha) \sin(\alpha)}{q} \right| \right. + \\
&\left. \left( D_a q^{-2} + \sqrt{2} \right) \cos^2(\alpha) + \left( q^{-2} + \sqrt{2} D_a \right) \sin^2(\alpha) \right),
\end{align*}
\] (6.28)

stability requires \(-1 \leq C - R\) and \(C + R \leq 1\). The first equation renders as bound for \(\tau\)
\[
\tau \leq \left( \frac{1}{\sqrt{2}} \left| \frac{(1 - D_a) \sin(2\alpha)}{q} \right| \right. + q^{-2} (D_a + (D_a - 1) \cos(2\alpha) + 1) \\
&\left. + \frac{1}{2} \left( 1 + \sqrt{2} \right) \left( 3D_a + (1 - D_a) \cos(2\alpha) + 1 \right) \right)^{-1}.
\] (6.29)
By inserting the “worst case values” for all sine and cosine terms, see (6.23), and by setting isotropic diffusion \( D_a = 1 \), which in this case is the worst-case for stability since it gives the largest off-diagonal components in matrix \( \mathbf{M} \), we find the following upper bound for \( \tau \), which guarantees stability for all \( \theta \) and \( \alpha \) and \( 0 \leq D_a \leq 1 \)

\[
\tau \leq \frac{2q^2}{4 + 4(1 + \sqrt{2})q^2}.
\]

(6.30)

For a typical value in practice of \( q = \frac{\pi_0}{\mu} = \frac{\pi/32}{0.1} \) this yields \( \tau \leq 0.15 \), which agrees with practical observations.

## 6.5 Results

In this section we compare the results of coherence-enhancing diffusion in the orientation score (CED-OS) cf. (6.3) with results obtained by the normal coherence-enhancing diffusion (CED) approach [147] where we use the LSAS numerical scheme [150].

The following parameters are used for the orientation score transformation (see Subsection 2.4.1 on page 19): \( k = 2, q = 8, t = 1.6 \left( \frac{X}{2\pi} \right)^2 \) where \( X \) is the number of pixels of the image in \( x \)-direction, and \( \sigma_s = 200 \). These parameters are chosen such that the reconstruction is visually indistinguishable from the original. All orientation scores have a periodicity of \( \pi \). The original images all have a range of
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Figure 6.6: Shows the typical different behavior of CED-OS compared to CED. In CED-OS crossing structures are better preserved.
pixel values between 0 and 1. To ensure numerical stability, in the experiments where we use the numerical scheme of Subsection 6.4.1 we set \( \tau = 0.25 \) and for the numerical scheme of Subsection 6.4.2 we set \( \tau = 0.1 \). Note that the resulting images we will show of CED-OS do not represent the evolving orientation score, but only the reconstructed image after summation over all orientations.

Figure 6.6 shows the effect of CED-OS compared to CED on artificial images with crossing line structures. The upper image shows an additive superposition
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Figure 6.8: Result of CED-OS and CED on a microscopy image of a muscle cell. See Section 6.5 for details.
of two images with concentric circles. Our method is able to preserve the crossing structures, while CED cannot. The same holds for the lower image with crossing straight lines, where it should be noted that our method leads to amplification of the crossings, which is caused by the fact that the lines in the original image are not superimposed linearly. In this experiment, the diffusion process is not adapted using an estimate for deviation from horizontality (i.e. $d_H = 0$), and the numerical scheme of Subsection 6.4.2 is used. The nonlinear diffusion parameters for CED-OS are: $N_o = 32$, $t_s = 12$, $\rho_s = 0$, $\mu = 0.058$, $c = 0.08$, and we use function (6.8) with $n = -1$. The parameters that we used for CED are (see [147]): $\sigma = 1$, $\rho = 1$, $C = 1$, and $\alpha = 0.001$. The images have a size of $56 \times 56$ pixels.

Figure 6.1 on page 135 shows the results on an image of collagen fibres obtained using 2-photon microscopy. This kind of images is acquired in tissue engineering research, where the goal is to create artificial heart valves [119]. All parameters during these experiments were set the same as the artificial images mentioned above except for CED parameter $\rho = 6$. The image size is $160 \times 160$ pixels.

Figures 6.7 and 6.8 show examples of the method on other microscopy data, see [49] resp. [124] for more information on the biomedical relevance of these images. The same parameters are used as above except for $t_s = 25$ in Figure 6.8. Clearly, the curve enhancement and noise suppression of the crossing curves is good in our method, while standard coherence-enhancing diffusion tends to destroy crossings and create artificial oriented structures.

Figure 6.9 demonstrates the advantage of including curvature. Again, the same parameters and numerical scheme were used. Clearly, at $t = 30$ the circle with highest curvature is blurred if no curvature is taken into account. If curvature is taken into account, the diffusion process adheres much better to the spiral-shape of the circle in the orientation score. For the circles with smaller curvature,

(a) Original  (b) +Noise  (c) $t = 30$ with curvature  (d) $t = 30$ no curvature

Figure 6.9: Shows the effect of including curvature on a noisy test image in CED-OS. At $t = 30$ the effect is visible: the circle with highest curvature is blurred if no curvature is taken into account. See Section 6.5 for details.
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however, there is no noticeable difference.

Figure 6.10: Shows the effect of including deviation from horizontality on a noisy test image in CED-OS. At $t = 24$ the result without deviation from horizontality shows that the result is much more blurred and the lines bias towards the sampled angles $0, \pi/4, \pi/2$ and $3\pi/4$. If we include deviation from horizontality this problem does not occur, and even with $N_o = 4$ we are able to handle crossing correctly. See Section 6.5 for details.

The effect of including deviation from horizontality is especially visible if we significantly lower the number of orientations $N_o$, because with a low number of orientations and without $d_H$, the elongated structures in the resulting images show strong biases towards the angles $l\frac{\pi}{N_o}$ with $l \in \mathbb{Z}$, while with $d_H$ this problem does not occur. This is illustrated in Figure 6.10. We set $N_o = 4$, $t_s = 5$, $\rho_s = 0$, $\mu = 0.058$, and $c = 0.1$ and use the numerical scheme of Subsection 6.4.1. Clearly we observe that 4 orientations is not enough without using $d_H$, since the orientations of the curves strongly bias towards the sampled orientations. This problem is solved if we include the use of $d_H$, showing that even with only 4 orientations, we can appropriately handle crossing of two lines. Figure 6.11 shows the same effect on a microscopy image of bone tissue, where the parameters were set to $N_o = 4$, $t_s = 2$, $\rho_s = .5$, $\mu = 0.11$, and $c = 0.01$.

This means that including deviation from horizontality can make the algorithm much more efficient, since we can get good results with a very low number of orientations. Note, however, that if one wants to handle crossings of more than 2 lines or if the angle between the crossing lines is small, it is still necessary to increase the number of orientations.

Although CED-OS is clearly advantageous for handling crossings, CED has the advantage that it is faster. In our C++ implementation, which is not fully optimized, a single iteration of CED on $128 \times 128$ roughly took 0.004 seconds while an iteration of CED-OS with the scheme of Subsection 6.4.1 and with $N_o = 32$ orientations took 0.5 seconds on a 2.4 GHz single core CPU. The large difference in computation times is caused by the fact that CED applies numerical diffusion on a 2D dataset while CED-OS applies numerical diffusion to a 3D dataset, resulting in a multiplication of algorithmic complexity with a factor $N_o$. Furthermore, the LSAS scheme that we used for CED is a very efficient scheme and our CPU implementation was highly optimized, while our current implementations for CED-OS
Figure 6.11: Shows the effect of including deviation from horizontality on a microscopy image of bone tissue. Clearly, with $d_H$ we are able to handle crossings correctly even with $N_o = 4$. See Section 6.5 for details.
can be optimized much further.

6.6 Conclusions

In this chapter we introduced a nonlinear coherence-enhancing diffusion method on invertible orientation scores. We proposed two explicit numerical schemes to apply the nonlinear diffusion on the orientation score, and derived stability bounds for both of these schemes. The simple explicit finite difference scheme is efficient but is not optimal concerning rotational invariance and oscillations at the Nyquist frequency. The left-invariant explicit finite difference scheme with spline interpolation, on the other hand, improves the left-invariance, but is very inefficient if deviation from horizontality is included.

Especially at crossings our method renders a more natural result compared to coherence-enhancing diffusion. The diffusion shows the typical nonlinear diffusion behavior when increasing time: blurring occurs, but the important features of images are preserved over a longer range of diffusion time. Furthermore, deviation from horizontality $d_H$ helps to get sharper results without orientational biases towards the sampled orientations, especially if we lower the number of orientations $N_o$. Therefore, including $d_H$ enables a large reduction of computational demands and storage requirements.

Future research could include a feasibility study on a specific application, where further tuning of parameters and adding application-specific knowledge will lead to improved results. Also, there is still room for improvement of the numerical schemes for (non)linear diffusion on $SE(2)$ as well as the numerical schemes in Section 7.8 for (non)linear diffusion on $SE(3)$. For instance, it is interesting to introduce an LSAS-like method [150, 149], since this method is fast and has good rotation invariance.

Acknowledgements

The following persons are acknowledged for providing realistic image data: Mirjam Rubbens (Technische Universiteit Eindhoven) for providing the source image for Figure 6.1(a), Jasper Foolen (Technische Universiteit Eindhoven) for providing the images in Figure 6.7(a) and 6.9(a), and Christopher Shaw (University of Birmingham, UK) for providing the image in Figure 6.8(a).
3D Orientation Scores
7.1 Introduction

The previous chapters only dealt with orientation scores of 2D images, which yielded a 3D (2 spatial coordinates and 1 orientation angle) dataset. All concepts of the previous chapters also apply to orientation scores of 3D images, yielding a 5D or 6D (3 spatial coordinates and 2 or 3 orientation angles) dataset. The 3D case is very relevant for many (bio)medical problems, since many (bio)medical images are intrinsically 3D.

We distinguish two types of 3D orientation scores. The most common one in practice is defined as a function $u : \mathbb{R}^3 \rtimes S^2 \to \mathbb{R}$ or $\mathbb{C}$, where $\mathbb{R}^3$ is the spatial domain and $S^2 = \{x \in \mathbb{R}^3 | \|x\| = 1\}$ is the domain of a unit sphere. In this chapter, the domain of $u$ is parameterized by $(x, y, z, \beta, \gamma)$, where $(\beta, \gamma)$ are the spherical angles that we use to parametrize the unit sphere, as depicted in Figure 7.1, i.e.

$$n(\beta, \gamma) = \begin{pmatrix} \cos \gamma \sin \beta \\ \sin \gamma \sin \beta \\ \cos \beta \end{pmatrix} \in S^2.$$  \hspace{1cm} (7.1)

For notational simplicity we denote $(\beta, \gamma) \in S^2$ instead of $n(\beta, \gamma) \in S^2$ in this chapter, implicitly using relation (7.1). Figure 7.2 shows an example clarifying the structure of a 3D orientation score. The other type of 3D orientation score is defined as a function $U : \mathbb{R}^3 \rtimes SO(3) \to \mathbb{R}$ or $\mathbb{C}$, where $SO(3)$ represents the 3D rotation group, which has to be parameterized using three angles (Figure 7.3). The relation between these two types will be established later on in this chapter.

Some aspects of 3D orientation scores are more difficult compared to 2D orientation scores. For instance, the implementations are more complicated and much more computationally involved. Also, the math is more complicated, firstly because the rotations are not commutative, and secondly because the domain $\mathbb{R}^3 \rtimes S^2$ of the first type of 3D orientation scores introduced above is not a group but a coset space of the group. These additional problems were our most important reasons to first investigate 2D orientation scores.

This chapter is a first attempt to apply many concepts introduced in the previous chapters to the three-dimensional case. We will start with the description of one particular application of interest: high angular resolution diffusion imaging (HARDI). Subsequently, the theoretical part of the chapter will start. The properties of the 3D orientation group $SO(3)$ will be introduced, specifically the relation with functions on the sphere, convolution on $SO(3)$ and on the sphere, and the spherical harmonic transform. Then, we will introduce the 3D Euclidean motion group, introducing the corresponding matrix Lie algebra and Lie group and $SE(3)$-convolution. The relevant parts of the differential geometry will be described, specifically left-invariant vector fields and derivatives, exponential curves, and expressions for curvature, torsion, and deviation from horizontality. The next topic will be the diffusion on 3D orientation scores, starting with diffusion on the
sphere, and subsequently diffusion on $SE(3)$ and $\mathbb{R}^3 \times S^2$. Subsequently, the more practical part of the chapter starts, first discussing sampling of the sphere, and proposing implementations for different aspects of 3D orientation scores: $SE(3)$-convolution, left-invariant derivatives, and (non)linear diffusion. The chapter will end with some preliminary results on artificial HARDI datasets.

Not all methods described for 2D orientation scores will be described for 3D orientation scores in this chapter. We do not consider the problem of transforming a 3D image to an orientation score here, since the application that is of our primary interest (HARDI) does not need such a transformation, as the data coming from the MRI scanner is already a 3D orientation score. More information on invertible 3D orientation score transforms can be found in [116] and [33, Section 4.7]. Furthermore, the steerable $SE(3)$-convolution is excluded since the practical benefit is minor in the context of nonlinear diffusion on $SE(3)$, which is our primary aim. Furthermore, it is described extensively in [2, Chapter 6]. Also, steerable tensor voting in 3D is not treated since it is already described by Duits [33, Chapter 5] and later on by Reisert and Burkhardt [118], who were inspired by our work [51].

7.2 Relation with DTI and HARDI

Diffusion tensor imaging (DTI) and high angular resolution diffusion imaging (HARDI) are popular magnetic resonance imaging (MRI) techniques for imaging
Figure 7.2: Visualization of a simple 3D orientation score $u(x, y, z, \beta, \gamma)$ containing two crossing straight lines, visualized using Q-ball glyphs in the DTI tool [32] from two different viewpoints. At each spatial position $(x, y, z)$ a so-called glyph is displayed, which represents a surface in $\mathbb{R}^3$, i.e. $S^2 \rightarrow \mathbb{R}^3$. The glyph surface at each position $(x, y, z) \in \mathbb{R}^3$ is given by $(\beta, \gamma) \mapsto (x, y, z) + \mu u(x, y, z, \beta, \gamma) \mathbf{n}(\beta, \gamma)$ where $\mathbf{n}$ is defined in (7.1) and $\mu \in \mathbb{R}^+$ is a scaling factor determining the size of the visualized glyph, so at each orientation $(\beta, \gamma)$ the radius of the glyph relative to its center position $(x, y, z)$ is proportional to the response $u(x, y, z, \beta, \gamma)$.

Apparent water diffusion processes in fibrous tissue, such as the heart. These techniques are based on the assumption of Brownian motion of water molecules, which is expected to be larger in the direction of fibres. That is, roughly speaking the MRI scanner measures the probability of finding a water molecule at position $x$ for a certain direction $\mathbf{n}(\beta, \gamma)$, where the number of acquired directions can be varied. In DTI [9] [10] the diffusivity profile at each spatial position is modeled by a rank-2 symmetric positive-definite diffusion tensor. With the term HARDI we refer to all diffusion MRI techniques, in which the diffusion profile on each spatial position is modeled by a function on the sphere, which provides richer information especially in regions where different fibrous structures cross or bifurcate. Different HARDI techniques were proposed, namely the higher order diffusion tensor model [108], the diffusion orientation transform (DOT) [109], Q-ball imaging [28], and the diffusion tensor distribution model [79]. These techniques are different from each other in the way the function on the sphere is obtained from the MRI data and the way they are represented and processed, see [113] for a comparison.

A DTI dataset consists of a positive definite 2-tensor for each spatial position, i.e. it can be regarded as a matrix-valued 3D image with a symmetric positive-definite $3 \times 3$ matrix on each spatial position. There exist a bijective mapping between the
matrix representation $A$ of a symmetric positive semi-definite 2-tensor $a \in T_2(\mathbb{R}^3)$ and a function on the sphere $A : S^2 \to \mathbb{R}$, given by

$$A(\beta, \gamma) = n(\beta, \gamma)^T A n(\beta, \gamma) = a(n(\beta, \gamma), n(\beta, \gamma)),$$

where $n(\beta, \gamma)$ converts the spherical coordinates $(\beta, \gamma)$ to a unit vector by using equation \((7.1)\). As a result, a DTI image $D : \mathbb{R}^3 \to T_2(\mathbb{R}^3)$ can be translated to an orientation score $u : \mathbb{R}^3 \times S^2 \to \mathbb{R}$ by $u(x, \beta, \gamma) = n(\beta, \gamma)^T D(x) n(\beta, \gamma)$. Notice that the property of positive semi-definiteness of $D(x) \in T_2(\mathbb{R}^3)$ translates to

$$n(\beta, \gamma)^T D(x) n(\beta, \gamma) \geq 0 \iff u(x, \beta, \gamma) \geq 0, \ \forall x \in \mathbb{R}^3, \ \forall (\beta, \gamma) \in S^2. \ \ \ (7.3)$$

Clearly, all data obtained using any HARDI technique, as well as DTI data, can be considered as 3D orientation scores. In this chapter it is not of our interest what particular technique is used; we propose generally applicable techniques for smoothing and enhancing functions on $\mathbb{R}^3 \times S^2$ using the structure of the 3D Euclidean motion group.

Remarkably, in HARDI processing algorithms that are proposed in literature, one usually only considers the orientational part, i.e. the data is processed as function on the sphere for each spatial position separately, see e.g. \cite{108, 28, 48}. In tensor processing algorithms, on the other hand, one often only considers the spatial part, i.e. processing is applied to each tensor component separately \cite{6, 17, 15}. In our approach, we consider both the spatial and the orientational part to be
included in the domain, so HARDI and DTI data are considered as a functions \( \mathbb{R}^3 \times S^2 \to \mathbb{R} \). The novelty of this work is that we define processing operations on the entire domain of HARDI or DTI data using the proper underlying group structure. The advantage is that we can enhance the data using both orientation and spatial neighborhood information, which potentially leads to improved enhancement and detection algorithms. Furthermore, preserving positive definiteness, which is especially a nontrivial problem in DTI processing [135, 6], becomes straightforward by constructing operations that preserve positivity. For example, a group convolution with a strictly positive kernel guarantees positivity.

### 7.3 The Rotation Group \( \text{SO}(3) \)

The noncommutative group of 3D rotations is defined as matrix group by

\[
\text{SO}(3) = \{ R | R \in \mathbb{R}^{3 \times 3}, R^T = R^{-1}, \det(R) = 1 \}.
\]  

(7.4)

In this section, we will first consider different parameterizations of \( \text{SO}(3) \). Then, we will describe the coset space \( \text{SO}(3)/\text{SO}(2) \), which is essential prerequisite to relate functions on the sphere (i.e. two angles) to functions on \( \text{SO}(3) \) (i.e. three angles). Subsequently, we describe convolution on \( \text{SO}(3) \) and on the sphere, and the spherical harmonic transform.

#### 7.3.1 Parametrization of \( \text{SO}(3) \)

All 3D rotation matrices can be expressed using the three Euler angles, where we use the following convention, illustrated in Figure 7.3,

\[
R_{(\alpha, \beta, \gamma)} = R_{e_z}^{\gamma} R_{e_y}^{\beta} R_{e_\alpha}^{\gamma},
\]  

(7.5)

where \( R_{e_\alpha}^{\gamma} \) denotes rotation over \( \alpha \) around the axis defined by vector \( n \) and \( e_y \) and \( e_z \) denote the unit vectors aligned with the \( y \)-, and \( z \)-axis respectively, i.e.

\[
R_{e_z}^{\gamma} = \begin{pmatrix}
\cos \gamma & -\sin \gamma & 0 \\
\sin \gamma & \cos \gamma & 0 \\
0 & 0 & 1
\end{pmatrix}, \quad R_{e_y}^{\gamma} = \begin{pmatrix}
\cos \beta & 0 & \sin \beta \\
0 & 1 & 0 \\
-\sin \beta & 0 & \cos \beta
\end{pmatrix}.
\]  

(7.6)

The Euler angles cf. (7.5) give problems at \( \beta = 0 \) and \( \beta = \pi \) when performing differential geometry on \( \text{SO}(3) \). To see why problems arise, note that

\[
R_{(\alpha, 0, \gamma)} = R_{e_z}^{\gamma} R_{e_\alpha}^{0}, \quad \text{and} \quad R_{(\alpha, \pi, \gamma)} = R_{e_z}^{\gamma} R_{e_\alpha}^{\pi}.
\]  

(7.7)

These equations show that at \( \beta = 0 \) (resp. \( \beta = \pi \) all values of \( \gamma \) and \( \alpha \) with the same sum \( \gamma + \alpha \) (resp. difference \( \gamma - \alpha \) map to the same group element, making
the coordinate chart ambiguous there. To resolve this problem we introduce, where needed, a secondary coordinate chart for $SO(3)$

$$R_{(\alpha, \beta, \gamma)} = R^{e_x}_{\gamma} R^{e_y}_{\beta} R^{e_z}_{\alpha}, \text{ with } R^{e_x}_{\gamma} = \begin{pmatrix} 1 & 0 & 0 \\ 0 & \cos \gamma & -\sin \gamma \\ 0 & \sin \gamma & \cos \gamma \end{pmatrix}. \quad (7.8)$$

This coordinate chart is ambiguous at $\beta = \pi/2$ (since $R_{(\alpha, \pi/2, \gamma)} = R^{e_x}_{\alpha+\gamma} R^{e_y}_{\pi/2}$) and $\beta = -\pi/2$ (since $R_{(\alpha, -\pi/2, \gamma)} = R^{e_x}_{\alpha+\gamma} R^{e_y}_{-\pi/2}$). Thus, it should be used in combination with the other coordinate chart. Conversion between the two coordinate charts can be accomplished simply by solving the equality

$$R^{e_x}_{\gamma} R^{e_y}_{\beta} R^{e_z}_{\alpha} = R^{e_z}_{\gamma} R^{e_y}_{\beta} R^{e_x}_{\alpha}. \quad (7.9)$$

A special property of the first coordinate chart (7.5) is that it coincides with convention (7.1) for spherical coordinates when setting $\beta = \theta$ and $\gamma = \phi$ and rotating the vector $e_z$, i.e.

$$n(\beta, \gamma) = R^{e_z}_{\gamma} R^{e_y}_{\beta} R^{e_x}_{\alpha} e_z = R^{e_z}_{\gamma} R^{e_y}_{\beta} e_z. \quad (7.10)$$

On the other hand, the second coordinate chart cf. (7.8) has the convenient property that it is well-defined at the identity element $R = I$, which is not the case for the first coordinate chart.

### 7.3.2 The Left Coset Space $SO(3)/SO(2)$

Relation (7.10) between spherical coordinates of (7.1) and rotation convention (7.5) (7.10) shows that the resulting position on the sphere is independent on $\alpha$, since $R^{e_z}_{\alpha} e_z = e_z$. This means that a function on the sphere is not equivalent to a function on the complete rotation group $SO(3)$, but rather a function on the set that partitions $SO(3)$ into left cosets. This will be clarified below.

A left coset $[g]_H$ of a group $G$ with subgroup $H$ is the set

$$[g]_H = gH = \{gh | h \in H\}, \quad (7.11)$$

for any $g \in G$. The left cosets form a partition of the group, i.e. the group is divided into disjoint cosets, and the set of all of these cosets is denoted by $G/H$. Two group elements $g_1 \in G$ and $g_2 \in G$ have an equivalence relation $g_1 \sim g_2$ if they belong to the same left coset, i.e. $g_1 H = g_2 H$. Multiplying both sides of the latter equality by $g_1^{-1}$ we obtain $H = g_1^{-1} g_2 H$ which implies that the equivalence relation $g_1 \sim g_2$ holds iff $g_1^{-1} g_2 \in H$. Note that if the subgroup is not a normal subgroup, then cosets $[g]_H$ are not subgroups of $G$ except for the coset $[e]_H = H$. A subgroup is normal iff $Hg = gH$ for all $g \in G$. 

In the case \( SO(3)/\text{stab}(e_z) \), we have the equivalence relation \((\alpha_1, \beta_1, \gamma_1) \sim (\alpha_2, \beta_2, \gamma_2)\) iff

\[
R^{-1}_{(\alpha_2, \beta_2, \gamma_2)} R_{(\alpha_1, \beta_1, \gamma_1)} = (R^{e_z}_{\alpha_1})^{-1} (R^{e_y}_{\beta_1})^{-1} (R^{e_z}_{\gamma_1})^{-1} R^{e_z}_{\gamma_2} R^{e_y}_{\beta_2} R^{e_z}_{\alpha_2} \in \text{stab}(e_z).
\]

(7.12)

where \( \text{stab}(e_z) \) denotes the subgroup of rotations around the \( z \)-axis. Note that \((\alpha_1, \beta_1, \gamma_1) \sim (\alpha_2, \beta_2, \gamma_2)\) iff \( \gamma_1 = \gamma_2 \) and \( \beta_1 = \beta_2 \). Therefore, the disjoint cosets are given by \([R^{e_z}_{\gamma} R^{e_y}_{\beta}]_{SO(2)}\), i.e. \( \beta \) and \( \gamma \) parameterize the partition of \( SO(3) \) into disjoint cosets.

From now on we will write \( SO(3)/SO(2) \) rather than \( SO(3)/\text{stab}(e_z) \) since \( \text{stab}(e_z) \equiv SO(2) \) under the isomorphism

\[
\begin{pmatrix}
\cos \alpha & -\sin \alpha & 0 \\
\sin \alpha & \cos \alpha & 0 \\
0 & 0 & 1
\end{pmatrix}
\leftrightarrow
\begin{pmatrix}
\cos \alpha & -\sin \alpha \\
\sin \alpha & \cos \alpha 
\end{pmatrix}.
\]

(7.13)

The cosets \( SO(3)/SO(2) \) are isomorphic to the space of the unit vectors of (7.10), i.e.

\[
SO(3)/SO(2) = \{[R^{e_z}_{\gamma} R^{e_y}_{\beta}]_{SO(2)} | (\beta, \gamma) \in S^2\} \cong S^2 = \{x \in \mathbb{R}^3 | \|x\| = 1\}.
\]

(7.14)

Note that the set of all disjoint cosets \( SO(3)/SO(2) \) does not form a group since \( SO(2) \) is not a normal subgroup of \( SO(2) \), so \([g_1]_{SO(2)} [g_2]_{SO(2)} \neq [g_1 g_2]_{SO(2)}\).

### 7.3.3 Functions on \( SO(3) \) and \( S^2 \)

In this chapter, functions \( F : SO(3) \to \mathbb{C} \) will frequently occur. We will parameterize \( SO(3) \) using matrices rather than Euler angles, e.g. \( F(R) \). Equation (7.5) and (7.8) describe the conversion of two different conventions of Euler angles to rotation matrices.

A special class of functions on \( SO(3) \) are \( \alpha \)-right-invariant functions \(^1\), are independent on Euler angle \( \alpha \). This means that they have the following property

\[
\tilde{F}(R_{(\beta, \gamma, \alpha') + \alpha}) = \tilde{F}(R_{(\beta, \gamma, \alpha)}), \quad \text{for all } \alpha', \quad \text{that is,}
\]

\[
Q_{R_{\alpha'}^{e_z}} \circ \tilde{F} = \tilde{F},
\]

(7.15)

where we denote \( \tilde{F} \) instead of \( F \) to make the \( \alpha \)-right-invariance explicitly visible in the notation. \( Q \) denotes the right-regular representation, defined as \((Q_g \circ \tilde{F})(h) = \]

\(^1\)Note that in this context we truly mean invariance, whereas in case of left- and right-invariance we actually mean covariance. The term is covariance is not used, however, because we adhere to standard terminology in mathematics.
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If $F$ is $\alpha$-right-invariant, such a function can be identified one-to-one to a function on $SO(3)/SO(2) \cong S^2$ by

$$f(\beta, \gamma) = \tilde{F}(R_{(0, \beta, \gamma)}) \text{ iff } F \text{ is } \alpha\text{-right-invariant.}$$

(7.16)

In the theoretical part of this chapter we will mostly work with the $\alpha$-right-invariant function $\tilde{F}$, while in the implementational part of this chapter, it will turn out to be more straightforward to use the corresponding function $f$ on $S^2$.

7.3.4 Convolution on $SO(3)$ and $S^2$

In this subsection we will derive the convolutions on $SO(3)$ and $S^2$, see also [31]. Since $SO(3)$ is a group, convolution on $SO(3)$ is straightforward and follows directly from the general convolution equation (2.52) on page 30, i.e.

$$(\Psi_{SO(3)} *_{SO(3)} F)(R) = \int_{SO(3)} \Psi_{SO(3)}((R')^{-1} \cdot R) F(R') d\mu(R'),$$

(7.17)

where $\Psi_{SO(3)}$ and $\Psi_{SO(3)}$ can be any function $SO(3) \rightarrow \mathbb{C}$ and and where $d\mu(R')$ denotes the Haar measure on $SO(3)$, which fullfills [65]

$$\int_{SO(3)} F(R') d\mu(R') = \int_{SO(3)} F(R^{-1} \cdot R') d\mu(R'), \text{ for all } R \in SO(3).$$

(7.18)

Expressed in Euler angles the Haar measure is given by

$$\int_{SO(3)} F(R') d\mu(R') = \int_0^{2\pi} \int_0^{\pi} \int_0^{2\pi} F(R_{(\alpha', \beta', \gamma')}) \sin \beta' d\alpha' d\beta' d\gamma'. \quad (7.19)$$

Next, we consider convolution of functions on $S^2$, or equivalently, $\alpha$-right-invariant functions on $SO(3)$. We require that if the input function $\tilde{F} : SO(3) \rightarrow \mathbb{R}$ is $\alpha$-right-invariant, then the output of the convolution must be $\alpha$-right-invariant as well. This is only guaranteed if the kernel $\tilde{\Psi}_{SO(3)}(\tilde{F} : SO(3) \rightarrow \mathbb{R})$ is independent on both Euler angle $\alpha$ and Euler angle $\gamma$, i.e.

$$\tilde{\Psi}_{SO(3)}(R_{(\alpha, \beta, \gamma)}) = \tilde{\Psi}_{SO(3)}(R_{\alpha'} R_{\beta'} R_{\gamma'}^{-1}) = \tilde{\Psi}_{SO(3)}(R_{(\alpha, \beta, \gamma)} \cdot R_{\alpha'} R_{\beta'} R_{\gamma'}) = \tilde{\Psi}_{SO(3)}(R_{(0, \beta, 0)}), \text{ for all } \alpha, \beta, \gamma, \alpha', \text{ and } \gamma'. \quad (7.20)$$

This requirement on $\tilde{\Psi}_{SO(3)}$ can be easily checked by rewriting expression $\Psi_{SO(3)}((R')^{-1} \cdot R)$ in (7.17) explicitly using Euler angles $R = R_{(\alpha, \beta, \gamma)}$ and $R' = R_{(\alpha', \beta', \gamma')}$, yielding

$$\Psi_{SO(3)}((R')^{-1} \cdot R) = \Psi_{SO(3)}((R_{\alpha'})^{-1}(R_{\beta'})^{-1}(R_{\gamma'})^{-1} R_{\alpha'} R_{\beta'} R_{\alpha}).$$

(7.21)
The \( \alpha \)-right-invariant input function \( \tilde{F} \) in (7.17) is independent on \( \alpha' \), so \( \tilde{\Psi}_{SO(3)} \) must be independent on \( \alpha' \) as well. Since the \( \alpha \)-dependent rotation appears at the left-side in (7.21), this means that \( (\alpha'', \beta'', \gamma'') \rightarrow \Psi_{SO(3)}(R_{(\alpha'', \beta'', \gamma'')}) \) must be independent on \( \gamma'' \). Furthermore, the \( \alpha \)-right-invariant output is independent on \( \alpha \), which appears at the right-side in (7.21), so \( \tilde{\Psi}_{SO(3)} \) must be independent on \( \alpha'' \) as well.

For functions on the sphere \( f : S^2 \rightarrow \mathbb{R} \), the convolution can thus be written as

\[
(\psi_{S^2} *_{SO(3)} f)(\beta, \gamma) = \int_{0}^{2\pi} \int_{0}^{\pi} \psi_{S^2}(\beta)(R_{\beta, \gamma}^{-1}(R_{\gamma}^{-1}R_{\beta}R_{\gamma}))f(\beta', \gamma') \sin \beta' \, d\beta' \, d\gamma',
\]

where \( \psi_{S^2}(\beta) = \tilde{\Psi}_{SO(3)}(R_{(0, \beta, 0)}) \) and \( \beta[R] \) obtains Euler angle \( \beta \) from rotation matrix \( R \in SO(3) \).

### 7.3.5 The Spherical Harmonic Transform

One can define the Fourier transform on \( SO(3) \) cf. [22]. In this work, we are only interested in a specific case, namely the Fourier transform on the sphere \( S^2 \), which we will introduce in this subsection. The spherical harmonic transform (SHT) plays the role of the Fourier transform on the sphere. The SHT of a function \( f : S^2 \rightarrow \mathbb{C} \) is defined by

\[
\mathcal{F}_{S^2}[f]_m^l = \int_{0}^{2\pi} \int_{0}^{\pi} f(\beta, \gamma)Y_m^l(\beta, \gamma) \sin \beta \, d\beta \, d\gamma,
\]

where \( Y_m^l \) denote the spherical harmonics, and \( l \) and \( m \) enumerate the spherical harmonics where \( l \in \mathbb{N} \cup \{0\} \) and \( m \in \{-l, -l+1, \ldots, l-1, l\} \) (where \( Y_m^l = \overline{Y_m^{-l}} \)),

\[
Y_m^l(\beta, \gamma) = \sqrt{(2l+1)(l-m)!} \frac{1}{4\pi (l+m)!} e^{im\gamma} P_m^l(\cos \beta),
\]

where \( P_m^l \) are the associated Legendre polynomials

\[
P_m^l(z) = \frac{(-1)^m}{2^l l!} (1 - z^2)^{l/2} \frac{d^{l+m}}{dz^{l+m}} (z^2 - 1)^l,
\]

with \( -1 \leq z \leq 1 \). An essential property of the spherical harmonics is orthogonality

\[
\int_{0}^{2\pi} \int_{0}^{\pi} Y_{m_1}^{l_1}(\beta, \gamma)\overline{Y_{m_2}^{l_2}(\beta, \gamma)} \sin \beta \, d\beta \, d\gamma = \delta_{l_1, l_2} \delta_{m_1, m_2}.
\]
The index \( l \) enumerates the invariant subspaces under rotation, i.e. the rotation of a spherical harmonic \( Y^l_m \) is given by

\[
\mathcal{R}_{(\alpha', \beta', \gamma')}(Y^l_m)(\beta, \gamma) = \sum_{m'=-l}^{l} \Gamma^l_{m'm}(\alpha', \beta', \gamma') Y^l_{m'}(\beta, \gamma),
\]

(7.27)

where \( \Gamma^l_{m'm} \) denotes the Wigner’s D-functions, which are defined in for instance [2, Chapter 6, page 167]. The Wigner’s D-functions are the irreducible representations of \( SO(3) \).

The SHT is exactly invertible and the inverse SHT of \( \hat{f} = \mathcal{F}_{S^2}[f] \) is given by

\[
f = \mathcal{F}_{S^2}^{-1}[\hat{f}](\beta, \gamma) = \sum_{l=-\infty}^{\infty} \sum_{m=-l}^{l} \hat{f}_m Y^l_m(\beta, \gamma).
\]

(7.28)

Since \( \psi_{S^2} \) in (7.22) is independent on \( \beta \) only, the spherical harmonic transform of \( \psi_{S^2} \) has the property (cf. the definition of spherical harmonics (7.24))

\[
\mathcal{F}_{S^2}[\psi_{S^2}]_m^l = 0, \text{ for all } m \neq 0.
\]

(7.29)

Therefore, the convolution theorem for \( S^2 \)-convolution (7.22) becomes

\[
\mathcal{F}_{S^2}[\psi_{S^2} \ast_{S^2} f]^l_m = \mathcal{F}_{S^2}[\psi_{S^2}]_0^l \mathcal{F}_{S^2}[f]^l_m.
\]

(7.30)

### 7.3.5.1 Spherical Harmonic Transform on 2-Tensors

On 2-tensors we can calculate the spherical harmonics transformation directly, similar to the 2D case described in Section 4.2. We define the following basis for symmetric 3D 2-tensors, such that the basis vectors form invariant subspaces under rotation for \( l = 0, 2 \) (i.e. a 1D invariant subspace for \( l = 0 \) and a 5D invariant subspace for \( l = 2 \)).

\[
\begin{align*}
E^0_0 &= \frac{1}{\sqrt{3}} \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix}, & E^2_0 &= \frac{1}{\sqrt{6}} \begin{pmatrix} -1 & 0 & 0 \\ 0 & -1 & 0 \\ 0 & 0 & 2 \end{pmatrix}, \\
E^2_{-1} &= \frac{1}{2} \begin{pmatrix} 0 & 0 & 1 \\ 0 & 0 & -i \\ 1 & -i & 0 \end{pmatrix}, & E^1_1 &= \frac{1}{2} \begin{pmatrix} 0 & 0 & 1 \\ 0 & 0 & i \\ 1 & i & 0 \end{pmatrix}, \\
E^2_{-2} &= \frac{1}{2} \begin{pmatrix} 1 & -i & 0 \\ -i & -1 & 0 \\ 0 & 0 & 0 \end{pmatrix}, & E^2_2 &= \frac{1}{2} \begin{pmatrix} 1 & i & 0 \\ i & -1 & 0 \\ 0 & 0 & 0 \end{pmatrix},
\end{align*}
\]

(7.31)

where \( E^l_m \) is an orthonormal basis with respect to the inner product \( (A, B) = \text{tr}(A \cdot B^\top) \). The SHT of a tensor \( A \) can be found by

\[
\mathcal{F}_{S^2}[A]^l_m = (A, E^l_m).
\]

(7.32)
Chapter 7. 3D Orientation Scores

7.4 The 3D Euclidean Motion Group \( SE(3) \)

The 3D Euclidean motion group is the group of 3D translations and 3D rotations, i.e. \( SE(3) = \mathbb{R}^3 \rtimes SO(3) \). An element of \( SE(3) \) can be parameterized by \((x, R)\) where \( x \in \mathbb{R}^3 \) is the translation vector and \( R \in SO(3) \) is the rotation matrix.

The group product and inverse of \( SE(3) \) are given by

\[
\begin{align*}
 gg' &= (x, R)(x', R') = (x + R \cdot x', R \cdot R'), \\
 g^{-1} &= (x, R)^{-1} = (-R)^{-1}x, R^{-1},
\end{align*}
\]

(7.33)

where the rotation part is defined in Section 7.3. The Lie algebra of \( SE(3) \) is spanned by

\[
T_e(SE(3)) = \mathrm{span}\{\partial_x|_e, \partial_y|_e, \partial_z|_e, \partial_{\tilde{\gamma}}|_e, \partial_{\tilde{\beta}}|_e, \partial_{\tilde{\alpha}}|_e\},
\]

(7.34)

where it should be noted that we use the second coordinate chart cf. (7.8) since the first coordinate chart cf. (7.5) is not defined at the identity element \( e \).

7.4.1 Representations

In Subsection 2.6.2 we described the most important representations for \( SE(2) \), namely on \( L_2(\mathbb{R}^2) \) and \( L_2(SE(2)) \). For \( SE(3) \) their structure is the same, so the left- and right-regular representations on a function \( F \in L_2(SE(3)) \) are

\[
\begin{align*}
(\mathcal{L}_g \circ U)(h) &= (U \circ L_g^{-1})(h) = U(g^{-1}h), & g, h \in SE(3),, \\
(\mathcal{Q}_g \circ U)(h) &= (U \circ Q_g)(h) = U(h g), & g, h \in SE(3),,
\end{align*}
\]

(7.35)

(7.36)

The \( SE(3) \) representation on 3D images \( L \in L_2(\mathbb{R}^3) \) is given by

\[
(\mathcal{U}_g \circ L)(y) = L(R^{-1}(y - x)), \quad L \in L_2(\mathbb{R}^3), \quad g = (x, R) \in SE(3), \quad y \in \mathbb{R}^3.
\]

(7.37)
7.4.2 Matrix Lie Algebra and Group

The matrix Lie algebra $T_e(SE(3))$ is spanned by the following basis

\[
X_1 = \begin{pmatrix} 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix}, \quad X_4 = \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & -1 & 0 \\ 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix},
\]

\[
X_2 = \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix}, \quad X_5 = \begin{pmatrix} 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 \\ -1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix},
\]

\[
X_3 = \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix}, \quad X_6 = \begin{pmatrix} 0 & -1 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix}.
\]

Consequently, the commutators are given by

\[
[X_i, X_j] = X_i X_j - X_j X_i = \begin{pmatrix}
0 & 0 & 0 & 0 & X_3 & -X_2 \\
0 & 0 & 0 & -X_3 & 0 & X_1 \\
0 & 0 & 0 & X_2 & -X_1 & 0 \\
0 & X_3 & -X_2 & 0 & X_6 & -X_5 \\
-X_3 & 0 & X_1 & -X_6 & 0 & X_4 \\
X_2 & -X_1 & 0 & X_5 & -X_4 & 0
\end{pmatrix},
\]

(7.39)

where $i$ enumerates vertically and $j$ horizontally.

By calculating the matrix exponents we find the following matrix representation of the $SE(3)$ group

\[
E_{(x,R)} = \exp(x X_1 + y X_2 + z X_3) \exp(\bar{\gamma} X_4) \exp(\bar{\beta} X_5) \exp(\bar{\alpha} X_6)
= \begin{pmatrix} R & x \\ 0 & 1 \end{pmatrix}, \quad \text{with } R = R^e_{\bar{\gamma}} R^{e\alpha} e^{e\beta}. \tag{7.40}
\]

Note that the angles $(\bar{\alpha}, \bar{\beta}, \bar{\gamma})$ adhere to the second spherical coordinate chart cf. (7.8).

7.4.3 Left- and Right-Invariances

Remember from Section 2.7 the notion of left-invariance of an operator $\Phi$

\[
\forall g \in SE(2) : L_g \circ \Phi = \Phi \circ L_g, \tag{7.41}
\]
We showed that for 2D orientation scores constructed from 2D images, operators are required to be left-invariant for rotation-invariance on the image, while right-invariance is not desirable. These requirements were derived by considering the wavelet transform that is used to construct 2D orientation scores from 2D images. Since we consider applications that directly yield orientation scores (HARDI and DTI), these requirements might seem void in this context.

However, in the current case we propose to keep the same requirements on left- and right-invariance. The reason for this will be clarified below. Define $W : (SE(3) \to \mathbb{C}) \to (\mathbb{R}^3 \to \mathbb{C})$ to be the operator that calculates the orientation-marginal,

$$W[U](x) = \int_{SO(3)} U(x, R) d\mu(R).$$

(7.43)

It is easy to derive that

$$U_g \circ W \circ U = W \circ L_g \circ U, \forall g \in SE(3),$$

(7.44)

where $(U_{(x', R')}, f)(x) = f((R')^{-1}(x - x'))$, while

$$\tilde{U}_g \circ W \circ U \neq W \circ Q_g \circ U,$$

(7.45)

for all $g \in SE(3)$ and any definition of $\tilde{U}_g$. In words, the left-regular representation “commutes” with $W$, where $L_g$ changes into $U_g$ since the function space changes, while it is not possible to find such a relation for the right-regular representation. This becomes apparent in the following equation,

$$(W \circ Q_{(x, R)} \circ U)(x', R') = \int_{SO(3)} U(x' + R'x, R'R) d\mu(R'),$$

(7.46)

which shows that the integral variable $R'$ enters the spatial part, making it impossible to first apply $W$ and then some operation $\tilde{U}_g$ to yield the same result for all $g \in SE(3)$. This observation makes it sensible to favor operators $\Phi$ to be left-invariant, i.e.

$$W \circ \Phi \circ L_g \circ U = W \circ L_g \circ \Phi \circ U = U_g \circ W \circ \Phi \circ U,$$

(7.47)

states that applying a group transformation ($L_g$) on the input $U$ renders the same result as applying the same group transformation ($U_g$) on the orientation-marginal of the output. Therefore, we still restrict to operators $\Phi$ that are left-invariant and not right-invariant.
7.4.4 Functions on $SE(3)$ and $\mathbb{R}^3 \rtimes S^2$

In the beginning of this chapter (Section 7.1), we defined a 3D orientation score $u$ as a function of three spatial variables and only two angular variables describing a position on the sphere. In Subsection 7.4.1, we introduced a more general function $U$ on $SE(3)$, i.e. a function on three spatial variables and three angles. The latter function $U$ is considered as a general orientation score, which in practice is not likely to occur, but it is important for the theory. Analogously to Subsection 7.3.2, in which we described why spherical coordinates do not constitute a group, a 3D orientation score $u$ cf. Section 7.1 is not a function on the group, but rather a function on the coset space $SE(3)/(0 \times \text{stab}(e_z))$. Here, $(0 \times \text{stab}(e_z))$ denotes the $SE(2)$ subgroup of rotations around the $z$-axis and translation $0$, i.e. in matrix form

$$(0 \times \text{stab}(e_z)) = \begin{pmatrix} \cos \alpha & -\sin \alpha & 0 & 0 \\ \sin \alpha & \cos \alpha & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix},$$

(7.48)

which is isomorphic to $SO(2)$. For notational convenience, in the rest of the chapter we will denote this coset space $SE(3)/(0 \times \text{stab}(e_z))$ as $\mathbb{R}^3 \rtimes S^2$.

Analogously to Subsection 7.3.3, a function $\tilde{U} : SE(3) \rightarrow \mathbb{C}$ is $\alpha$-right-invariant if

$$Q_{(0,R_{\alpha,\beta,\gamma})} \circ \tilde{U} = \tilde{U}, \quad \text{for all } \alpha', \text{ that is,}$$

$$\tilde{U}(x,R_{(\alpha'+\alpha,\beta,\gamma)}) = \tilde{U}(x,R_{(\alpha,\beta,\gamma)}),$$

(7.49)

where we write $\tilde{U}$ rather than $U$ in the rest of the chapter to make explicit in the notation that the function is $\alpha$-right-invariant. Since $\tilde{U}$ is independent on angle $\alpha$, $\tilde{U}$ can be identified one-to-one to an orientation score $u : \mathbb{R}^3 \times S^2 \rightarrow \mathbb{C}$, as

$$u(x, \beta, \gamma) = \tilde{U}(x,R_{(0,\beta,\gamma)}) \quad \text{where } \tilde{U} \text{ is } \alpha \text{-right-invariant.}$$

(7.50)

In the theoretical part of this chapter we will mostly work with the $\alpha$-right-invariant function $\tilde{U}$, because it is more convenient to work with functions on the group. In the implementation part of this chapter, on the other hand, it will turn out to be more straightforward to use the orientation score $f$ on $\mathbb{R}^3 \rtimes S^2$.

7.4.5 $SE(3)$-Convolutions

The equation for the group convolution of $SE(3)$ is

$$(\Psi *_{SE(3)} U)(g) = \int_{SE(3)} \Psi(h^{-1}g)U(h)dh.$$  

(7.51)
This yields
\[
(\Psi \ast_{SE(3)} U)(x, R) = \int \int_{\mathbb{R}^3 \times SO(3)} \Psi(R'^{-1}(x - x'), R'^{-1} R)U(x', R') \, dx \, d\mu(R'),
\]
where \(d\mu(R')\) is defined in (7.19).

For an \(\alpha\)-right-invariant \(\tilde{U}\) cf. (7.49) we need to put additional requirements on the kernel \(\Psi\), similar to Subsection 7.3.4 for convolution on the sphere. We require the result \(\Psi \ast_{SE(3)} \tilde{U}\) to be \(\alpha\)-right-invariant as well, leading to the following requirement
\[
Q(0, R_{\alpha}' \tilde{R}) \circ (\Psi \ast_{SE(3)} (Q(0, R_{\alpha}' \tilde{R}) \circ \tilde{U})) = \Psi \ast_{SE(3)} \tilde{U},
\]
which imposes requirements on the kernel \(\Psi\). Remember the properties of \(SE(2)\)-convolution (3.23) and (3.24) on page 53, which also apply to \(SE(3)\), i.e.
\[
Q_g(\Psi \ast_{SE(3)} U) = (Q_g \Psi) \ast_{SE(3)} U, \forall g \in SE(3),
\]
\[
(L_g \Psi) \ast_{SE(3)} U = \Psi \ast_{SE(3)} (Q_{g^{-1}} U), \forall g \in SE(3).
\]
The left side of (7.53) can now be rewritten as
\[
Q(0, R_{\alpha}' \tilde{R}) \circ (\Psi \ast_{SE(3)} (Q(0, R_{\alpha}' \tilde{R}) \circ \tilde{U}))
\]
\[
\text{Eq. (7.54)} = ((Q(0, R_{\alpha}' \tilde{R}) \circ \tilde{U}) \ast_{SE(3)} (Q(0, R_{\alpha}' \tilde{R}) \circ \tilde{U}))
\]
\[
\text{Eq. (7.55)} = (L(0, R_{\alpha}' \tilde{R}) \circ Q(0, R_{\alpha}' \tilde{R}) \circ \tilde{\Psi}) \ast_{SE(3)} \tilde{U}.
\]
This yields
\[
\tilde{\Psi} = L(0, R_{\alpha}' \tilde{R}) \circ Q(0, R_{\alpha}' \tilde{R}) \circ \tilde{\Psi}, \text{ for all } \alpha', \alpha'',
\]
so \(\tilde{\Psi}\) is required to be both \(\alpha\)-right-invariant and \(\alpha\)-left-invariant (i.e. \(L(0, R_{\alpha}' \tilde{R}) \circ \tilde{U} = \tilde{U}\) for all \(\alpha'\)). More explicitly this yields
\[
\tilde{\Psi}(x, R_{\gamma}^{e_{\gamma}} R_{\beta}^{e_{\beta}} R_{\alpha}^{e_{\alpha}}) = \tilde{\Psi}((R_{\alpha}' \tilde{R})^{-1} x, R_{\gamma}^{e_{\gamma}} R_{\beta}^{e_{\beta}} R_{\alpha}^{e_{\alpha}})^{-1}, \text{ for all } \alpha', \alpha''.
\]
Using the results above we can formulate the \(\mathbb{R}^3 \times S^2\)-convolution as follows
\[
(\hat{\psi} \ast_{\mathbb{R}^3 \times S^2} u)(x, \beta, \gamma)
\]
\[
= \int \int_{\mathbb{R}^3 \times S^2} \psi((R_{\gamma}^{e_{\gamma}})^{-1} (R_{\beta}^{e_{\beta}})^{-1} x, \omega S^2 ((R_{\beta}^{e_{\beta}})^{-1} (R_{\gamma}^{e_{\gamma}})^{-1} R_{\alpha}^{e_{\alpha}} R_{\beta}^{e_{\beta}})^{-1}))
\]
\[
\times u(x', \beta', \gamma') \, dx' \, d\beta' \, d\gamma',
\]
where \( \varpi_{S^2} \) renders the Euler angles \((\beta, \gamma)\) corresponding to the rotation matrix and where \( \psi \) and \( \tilde{U} \) are given by

\[
\psi(x, \beta, \gamma) = \tilde{\Psi}(x, R^e_{z\beta} R^e_{\gamma}), \quad \tilde{\Psi} \text{ is } \alpha\text{-right-invariant and } \alpha\text{-left-invariant},
\]
\[
\tilde{U}(x, \beta, \gamma) = \tilde{U}(x, R^e_{z\beta} R^e_{\gamma}), \quad \tilde{U} \text{ is } \alpha\text{-right-invariant}.
\]

(7.60)

Note that (7.58) shows that, due to the rotation over \( \alpha'' \) in the spatial part, the kernel \( \psi \) as a rotational symmetry around the \( z \)-axis and can therefore be expressed in the following form

\[
\psi(x, \beta, \gamma) = \psi_{\text{sub}}(\sqrt{x^2 + y^2}, z, \beta, \gamma).
\]

(7.61)

### 7.4.6 Obtaining SE(3)-Kernels from SE(2)-Kernels

The requirement on \( \psi \) of (7.61), which states that the spatial part of the kernel must be symmetric around the \( z \)-axis, provides a simple “ad hoc” recipe to “convert” an \( SE(2) \)-kernel to an \( SE(3) \)-kernel. We simply add the requirement that the orientational part of the kernel is also symmetric around the \( z \)-axis, which removes the dependency on \( \gamma \). Using this extra requirement, we can make a straightforward conversion from 2D to 3D by setting (illustrated in Figure 7.4)

\[
\psi(x, y, z, \beta, \gamma) = \Psi_{SE(2)}(z, \sqrt{x^2 + y^2}, \beta),
\]

(7.62)

where \( \Psi_{SE(2)} \) denotes any \( SE(2) \)-convolution kernel. Notice that the \( z \)-coordinate in 3D plays the same role as the \( x \)-coordinate in 2D, which makes sense since in our convention, a zero rotation in 2D coincides with the \( x \)-axis while a zero rotation in 3D coincides with the \( z \)-axis.

This symmetry consideration coincides with the way Medioni et al. [98] convert a 2D tensor voting field to a 3D voting field.

### 7.5 Differential Geometry on SE(3)

In Section 2.8 we introduced the basic differential geometry on \( SE(2) \). In this section we establish the same concepts for \( SE(3) \). We will introduce the left-invariant vector fields, the commutator relations, the inner product and norm on the tangent spaces \( T_g(SE(3)) \), the exponential curves, and finally we introduce expressions for curvature, torsion, and deviation from horizontality.
Figure 7.4: Visualization of obtaining an $SE(3)$-kernel from an $SE(2)$-kernel. Left: example iso-line of an $SE(2)$-kernel, showing the spatial axes only. Right: by assuming a symmetry around the z-axis, the $SE(2)$-kernel is converted to a $SE(3)$-kernel, shown as the iso-surface corresponding to the iso-line of (a), where again only the spatial axes are shown.

### 7.5.1 Left-Invariant Vector Fields in $SE(3)$

Using the matrix representation cf. equation (7.40), left-invariant vector fields are given by

$$\left(\mathcal{A}_i U\right)(\mathbf{E}_g) = \lim_{h \to 0} \frac{U(\mathbf{E}_g \cdot \exp(h \mathbf{X}_i)) - U(\mathbf{E}_g)}{h}.$$ \hspace{1cm} (7.63)

Expressed in the first coordinate chart of eq. (7.5) this renders for the left-invariant derivatives at position $g = (x, y, z, \mathbf{R}(\alpha, \beta, \gamma))$ (following [22, Section 9.10])

\[\mathcal{A}_1|_g = (\cos \alpha \cos \beta \cos \gamma - \sin \alpha \sin \gamma) \partial_x + (\sin \alpha \cos \gamma + \cos \alpha \cos \beta \sin \gamma) \partial_y - \cos \alpha \sin \beta \partial_z,\]

\[\mathcal{A}_2|_g = (- \sin \alpha \cos \beta \cos \gamma - \cos \alpha \sin \gamma) \partial_x + (\cos \alpha \cos \gamma - \sin \alpha \cos \beta \sin \gamma) \partial_y + \sin \alpha \sin \beta \partial_z,\]

\[\mathcal{A}_3|_g = \sin \beta \cos \gamma \partial_x + \sin \beta \sin \gamma \partial_y + \cos \beta \partial_z,\]

\[\mathcal{A}_4|_g = \cos \alpha \cot \beta \partial_\alpha + \sin \alpha \partial_\beta - \frac{\cos \alpha}{\sin \beta} \partial_\gamma \text{ for } \beta \neq 0 \text{ and } \beta \neq \pi,\]

\[\mathcal{A}_5|_g = - \sin \alpha \cot \beta \partial_\alpha + \cos \alpha \partial_\beta + \frac{\sin \alpha}{\sin \beta} \partial_\gamma \text{ for } \beta \neq 0 \text{ and } \beta \neq \pi,\]

\[\mathcal{A}_6|_g = \partial_\alpha.\]
Here, \( \mathcal{A}_3 \) is tangent to the local orientation and plays the same role as \( \partial_x \) in \( SE(2) \), \( \mathcal{A}_1 \) and \( \mathcal{A}_2 \) are orthogonal and comparable to \( \partial_y \), and \( \mathcal{A}_i \) with \( i \in \{4, 5, 6\} \) are comparable to \( \partial_y \).

Expressed in the second coordinate chart cf. (7.8) the same left-invariant derivatives are given by

\[
\begin{align*}
\mathcal{A}_1|_g &= \cos \alpha \cos \beta \partial_x + (\cos \gamma \sin \alpha + \cos \alpha \sin \beta \sin \gamma) \partial_y \\
&\quad + (\sin \alpha \sin \gamma - \cos \alpha \cos \gamma \sin \beta) \partial_z, \\
\mathcal{A}_2|_g &= -\sin \alpha \cos \beta \partial_x + (\cos \alpha \cos \gamma - \sin \alpha \sin \beta \sin \gamma) \partial_y \\
&\quad + (\sin \alpha \sin \gamma + \cos \alpha \sin \beta \cos \gamma) \partial_z, \\
\mathcal{A}_3|_g &= \sin \beta \partial_x - \cos \beta \sin \gamma \partial_y + \cos \beta \cos \gamma \partial_z, \\
\mathcal{A}_4|_g &= -\cos \alpha \tan \beta \partial_\alpha + \sin \alpha \partial_\beta + \frac{\cos \alpha}{\cos \beta} \partial_\gamma \quad \text{for } \beta \neq \frac{\pi}{2} \text{ and } \beta \neq -\frac{\pi}{2}, \\
\mathcal{A}_5|_g &= -\sin \alpha \tan \beta \partial_\alpha + \cos \alpha \partial_\beta - \frac{\sin \alpha}{\cos \beta} \partial_\gamma \quad \text{for } \beta \neq \frac{\pi}{2} \text{ and } \beta \neq -\frac{\pi}{2}, \\
\mathcal{A}_6|_g &= \partial_\alpha,
\end{align*}
\]  

(7.65)

with \( R_{(\alpha, \beta, \gamma)} = R_{(\tilde{\alpha}, \tilde{\beta}, \tilde{\gamma})} \). The tangent space of \( g \in SE(3) \) is spanned by these vector fields, i.e. \( T_g(SE(3)) = \text{span}\{\mathcal{A}_1|_g, \mathcal{A}_2|_g, \mathcal{A}_3|_g, \mathcal{A}_4|_g, \mathcal{A}_5|_g, \mathcal{A}_6|_g\} \). The commutator relations can be obtained by complex trigonometric calculations \([\mathcal{A}_i, \mathcal{A}_j] = \mathcal{A}_i \mathcal{A}_j - \mathcal{A}_j \mathcal{A}_i\), which leads to exactly the same commutator relations as already defined in (7.39).

Notice that the left-invariant vectors at \( g = e \) span the Lie algebra, i.e.

\[
T_e(SE(3)) = \text{span}\{\mathcal{A}_1|_e, \mathcal{A}_2|_e, \mathcal{A}_3|_e, \mathcal{A}_4|_e, \mathcal{A}_5|_e, \mathcal{A}_6|_e\}
\]

with \( \{\mathcal{A}_1|_e, \mathcal{A}_2|_e, \mathcal{A}_3|_e, \mathcal{A}_4|_e, \mathcal{A}_5|_e, \mathcal{A}_6|_e\} \)

(7.66)

The left-invariant vectors \( \mathcal{A}_j|_g \) form a basis for vector in the tangent space \( T_g(SE(3)) \), as explained in Subsections 2.8.1 and 2.8.3. A vector in the tangent space at \( g \in SE(3) \) has the form \( \sum_{j=1}^{6} c^j \mathcal{A}_j|_g \in T_g(SE(3)) \), with vector components \( c = (c^1, c^2, c^3, c^4, c^5, c^6) \) that have physical dimensions (length, length, length, 1, 1, 1). Similarly, a covector in a dual tangent space \( T^*_g(SE(3)) \) at \( g \in SE(3) \) has the form \( \sum_{j=1}^{6} c^j d\mathcal{A}^j|_g \in T^*_g(SE(3)) \) where \( d\mathcal{A}^j \) are the dual vector fields of \( \mathcal{A}_j \), with covector components \( \tilde{c} = (c_1, c_2, \ldots, c_6) \) that have dimensions (1/length, 1/length, 1/length, 1, 1, 1). Furthermore, \( \mathcal{A}_j \) also play the role of left-invariant differential operators on functions on \( SE(3) \), as explained in
Subsection 2.8.2. They also establish the left-invariant gradient vector as

\[ \nabla U(x, R) = \begin{pmatrix} A_1 \\ A_2 \\ A_3 \\ A_4 \\ A_5 \\ A_6 \end{pmatrix} U(x, R). \tag{7.67} \]

7.5.2 Left-invariant Derivatives and $\alpha$-Right-Invariance

When (7.64) and (7.65) are used as left-invariant differential operators, we always have $A_6 \tilde{U}(g) = 0$ for all $g \in SE(3)$ where $\tilde{U}$ is $\alpha$-right-invariant. This means that one only needs to consider the remaining five left-invariant derivatives $A_i$ in case of $\alpha$-right-invariant functions on $SE(3)$ and thus for functions on $\mathbb{R}^3 \rtimes S^2$. Note, however, that the left-invariant derivatives $A_i \tilde{U}$ with $i \in \{1, 2, 4, 5\}$, do not render $\alpha$-right-invariant functions, since these left-invariant derivatives are dependent on the value of $\alpha$ resp. $\tilde{\alpha}$. When implementing operations on the domain $\mathbb{R}^3 \rtimes S^2$, for the calculations of left-invariant derivatives one can choose an arbitrary fixed value $\alpha_0$ (e.g. $\alpha_0 = 0$) and use $A_j \big|_{\{x, R(\alpha_0, \beta, \gamma)\}}$. One should, however, always ensure that the result of the effective operation is independent on the choice of $\alpha_0$.

To this end, we have the following important relation between the left-invariant derivatives at $g_1$ and $g_2$ iff $g_1 \sim g_2$ (that is, $g_1 = (x, R(\alpha_1, \beta, \gamma))$ and $g_2 = (x, R(\alpha_2, \beta, \gamma))$)

\[ \nabla \tilde{U}(g_1) = Z_{\alpha_1 - \alpha_2} \nabla \tilde{U}(g_2), \quad \text{iff} \quad g_1 \sim g_2, \tag{7.68} \]

where $\nabla$ is defined in (7.67) and $Z_{\alpha_1 - \alpha_2}^{-1}$ “converts” the left-invariant gradient at $g_2$ to the left-invariant gradient at $g_1$ and is given by

\[ Z_{\alpha} = \begin{pmatrix} \cos \alpha & \sin \alpha & 0 & 0 & 0 \\ -\sin \alpha & \cos \alpha & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & \cos \alpha & \sin \alpha \\ 0 & 0 & 0 & -\sin \alpha & \cos \alpha \end{pmatrix}. \tag{7.69} \]

In Subsection 7.7.3 this relation will be used to derive which diffusion equations are applicable on $\mathbb{R}^3 \rtimes S^2$. 
7.5.3 Inner Product and Norm

Analogue to the inner product and norm described in Subsection 2.8.4 we define inner products and norms on the space of tangent vectors $T_g(SE(3))$ and covectors $T^*_g(SE(3))$.

The inner product is defined as

$$ (c, b)_\mu = \mu^2 (\sum_{j=1}^{3} c^j b^j) + \sum_{j=4}^{6} c^j b^j. \quad (7.70) $$

where $\mu$ can be interpreted exactly the same as $\mu$ in Subsection 2.8.4. The Grammian matrix is given by

$$ G_\mu = [(A_i, A_j)_\mu] = \text{diag}(1, 1, 1, \mu^2, \mu^2, \mu^2), \quad (7.71) $$

and the Kronecker product is simply given by $\langle \hat{b}, c \rangle = \sum_{j=1}^{6} b_j c^j$. Consequently, the inner product between two covectors is given by

$$ (\hat{c}, \hat{b})_\mu = \langle \hat{c}, G_\mu^{-1} \hat{b} \rangle = \mu^{-2} (\sum_{j=1}^{3} c_j b_j) + \sum_{j=4}^{6} c_j b_j. \quad (7.72) $$

From the inner product on $T_g(SE(2))$ we can now induce a norm on vectors and covectors in the regular way, i.e. $\|c\|_\mu = \sqrt{(c, c)_\mu}$ and $\|\hat{c}\|_\mu = \sqrt{(\hat{c}, \hat{c})_\mu}$.

7.5.4 Exponential Curves

The exponential curves of $SE(3)$ are found by

$$ \gamma_c(t) = \exp \left( t \, c^j A_j \right), \quad (7.73) $$

see Subsection 2.8.6 for an explanation of the concept of exponential curves. In matrix form they are found by

$$ G(t) = \exp \left( t e^j X_j \right). \quad (7.74) $$

We aim to find the explicit expression for the spatial part of the exponential curves for $SE(3)$. First, we calculate the matrix form cf. (7.74). In the resulting $4 \times 4$ matrix $G(t)$, the translation part is found in the fourth column, i.e. in the first
3 components of the vector \( \mathbf{G}(t) \cdot (0, 0, 0, 1)^T \). This yields for \((c^4, c^5, c^6) \neq (0, 0, 0)\)

\[
\mathbb{P}_{\mathbb{R}^3} \gamma(t) = \frac{1}{q^2} \begin{pmatrix}
 t c^4(C_{14} + C_{25} + C_{36}) + (C_{26} - C_{35})(\cos(qt) - 1) \\
 + \frac{1}{q} (C_{166} + C_{155} - C_{364} - C_{245}) \sin(qt) \\
 t c^5(C_{14} + C_{25} + C_{36}) + (C_{34} - C_{16})(\cos(qt) - 1) \\
 + \frac{1}{q} (C_{244} + C_{266} - C_{365} - C_{154}) \sin(qt) \\
 t c^6(C_{14} + C_{25} + C_{36}) + (C_{15} - C_{24})(\cos(qt) - 1) \\
 + \frac{1}{q} (C_{344} + C_{355} - C_{265} - C_{164}) \sin(qt)
\end{pmatrix}, \quad (7.75)
\]

where

\[
C_{ij} = c^i c^j, \quad C_{ijk} = c^i c^j c^k, \quad q = \sqrt{C_{44} + C_{55} + C_{66}}, \quad (7.76)
\]

and note that the super scripts \(c^i\) do not represent powers but indices of the vector components. The explicit expression for the rotation for \((c^4, c^5, c^6) \neq (0, 0, 0)\) is given by

\[
\mathbb{P}_{SO(3)} \gamma(t) = \frac{1}{q^2} \begin{pmatrix}
 C_{44} + (C_{55} + C_{66})b & C_{45}(1 - b) - q c^6 a & C_{46}(1 - b) + q c^5 a \\
 C_{45}(1 - b) + q c^6 a & C_{55} + (C_{44} + C_{66})b & C_{56}(1 - b) - q c^4 a \\
 C_{46}(1 - b) - q c^5 a & C_{56}(1 - b) + q c^4 a & C_{66} + (C_{44} + C_{55})b
\end{pmatrix}, \quad (7.77)
\]

with \(a = \sin(qt)\) and \(b = \cos(qt)\).

For the case \(c^4 = c^5 = c^6 = 0\) we obtain

\[
\mathbb{P}_{\mathbb{R}^3} \gamma(c^i, c^j, c^k, 0, 0, 0)(t) = t \begin{pmatrix}
 c^1 \\
 c^2 \\
 c^3
\end{pmatrix}, \quad \text{and} \quad \mathbb{P}_{SO(3)} \gamma(c^i, c^j, c^k, 0, 0, 0)(t) = I. \quad (7.78)
\]

The exponential curves on \(SE(3)\) simultaneously describe the exponential curves on \(\mathbb{R}^3 \times S^2\), simply by a projection. That is, we can express the exponential curves explicitly using Euler angles, i.e. \(\gamma(t) = (\mathbf{x}(t), \alpha(t), \beta(t), \gamma(t))\) and subsequently dropping the \(\alpha\) dimension, yielding \((\mathbf{x}(t), \beta(t), \gamma(t))\). Notice, however, that exponential curves on a group have the property that the tangent vector at \(t = 0\) uniquely describes the exponential curve. This property is lost for exponential curves on \(\mathbb{R}^3 \times S^2\); the 5-dimensional tangent space is not uniquely describing the projected exponential curves. This fact becomes apparent in the next subsection where we will see that the torsion and curvature (properties that remain after projection on \(\mathbb{R}^3 \times S^2\)) are dependent on the entire 6-dimensional tangent vector \((c^1, c^2, c^3, c^4, c^5, c^6)\), which is element of the Lie algebra of \(T_e(\mathcal{SE}(3))\) and not of the tangent space \(T_e(\mathbb{R}^3 \times S^2)\).
7.5.5 Curvature and Torsion

To obtain expressions for curvature and torsion we first calculate the spatial tangent vector, which yields

$$\frac{d}{dt}(P^3\gamma_c(t)) = \frac{1}{q^2} \begin{pmatrix} c^4(C_{14} + C_{25} + C_{36}) - q(C_{26} - C_{35}) \sin(qt) \\ + (C_{166} + C_{155} - C_{346} - C_{245}) \cos(qt) \\ c^5(C_{14} + C_{25} + C_{36}) - q(C_{34} - C_{16}) \sin(qt) \\ + (C_{266} + C_{244} - C_{356} - C_{145}) \cos(qt) \\ c^6(C_{14} + C_{25} + C_{36}) - q(C_{15} - C_{24}) \sin(qt) \\ + (C_{355} + C_{344} - C_{256} - C_{146}) \cos(qt) \end{pmatrix}, \quad (7.79)$$

where we assume $(c^1)^2 + (c^2)^2 + (c^3)^2 = 1$ to ensure that $t$ is the arc length parametrization of the curve in $\mathbb{R}^3$. This can be easily enforced by rescaling $c$ as $c \leftarrow \frac{c}{\sqrt{(c^1)^2 + (c^2)^2 + (c^3)^2}}$. We will use the assumption $(c^1)^2 + (c^2)^2 + (c^3)^2 = 1$ in all expressions in the rest of this subsection.

The curvature vector is now given by

$$\kappa(t) = \frac{d^2}{dt^2}(P^3\gamma_c(t)) = \begin{pmatrix} (C_{35} - C_{26}) \cos(qt) + \frac{1}{q}(C_{346} + C_{245} - C_{155} - C_{166}) \sin(qt) \\ (C_{16} - C_{34}) \cos(qt) + \frac{1}{q}(C_{355} + C_{145} - C_{244} - C_{266}) \sin(qt) \\ (C_{24} - C_{13}) \cos(qt) + \frac{1}{q}(C_{256} + C_{146} - C_{344} - C_{355}) \sin(qt) \end{pmatrix}. \quad (7.80)$$

From this equation we derive that the curvature norm for all values of $t$ is given by

$$\kappa = \|\kappa(t)\| = (C_{11}(C_{55} + C_{66}) + C_{22}(C_{44} + C_{66}) + C_{33}(C_{44} + C_{55})$$

$$- 2C_{14}(C_{25} + C_{36}) - 2C_{2356})^{\frac{1}{2}}. \quad (7.81)$$

Using the Frenet formula the torsion vector is given by

$$\tau(t) = \frac{d}{dt}(t(t) \times \kappa(t)) = \frac{C_{14} + C_{25} + C_{36}}{q}$$

$$\times \begin{pmatrix} (C_{26} - C_{35})q \cos(qt) + (C_{155} + C_{166} - C_{245} - C_{346}) \sin(qt) \\ (C_{34} - C_{16})q \cos(qt) + (C_{244} + C_{266} - C_{145} - C_{365}) \sin(qt) \\ (C_{15} - C_{24})q \cos(qt) + (C_{344} + C_{355} - C_{146} - C_{256}) \sin(qt) \end{pmatrix}. \quad (7.82)$$

The torsion norm is therefore given by

$$\tau = \|\tau(t)\| = \kappa \left| C_{36} + C_{25} + C_{14} \right|. \quad (7.83)$$
### 7.5.6 Deviation from Horizontality

In correspondence to Subsection 2.8.5, a smooth curve \( q : \mathbb{R} \rightarrow SE(3) \), parameterized as \( q(t) = (x(t), R(t)) \) with \( \| \frac{d}{dt} x(t) \| = 1 \) is horizontal at position \( t \in \mathbb{R} \) iff

\[
\frac{d}{dt} x(t) = R(t)e_z,
\]

i.e., the direction of \( R(t)e_z \) should be tangent to the tangent vector of the spatial part of the curve. Notice that the definition of horizontality is independent of the \( \alpha \) angle of \( R(t) \), so the definition is meaningful for exponential curves projected onto \( \mathbb{R}^3 \times S^2 \) as well.

The deviation from horizontality vector \( d_H \) of a curve at \( t \) is given by

\[
d_H(t) = R(t)^{-1} \frac{d}{dt} x(t),
\]

where \( d_H(t) = e_z \) means that the curve is horizontal at \( t \).

The deviation from horizontality vector of exponential curves is constant over its parametrization and is given by

\[
d_H = (\mathbb{P}_{SO(3)} \gamma e(t))^{-1} (\mathbb{P}_{R^3} \gamma e(t)) = \begin{pmatrix} c_1 \\ c_2 \\ c_3 \end{pmatrix}.
\]

Exponential curves are horizontal if \( (c_1, c_2, c_3) = (0, 0, 1) \).

### 7.6 Feature Estimation on 3D Orientation Scores

In this section we will describe, in analogy to Chapter 5, how one can estimate local features in 3D orientation scores. First, we will introduce the Hessian, and next, we will describe tangent vector estimation.

#### 7.6.1 The Hessian

The general left-invariant Hessian on \( SE(3) \) is defined by

\[
\mathcal{H}U = \nabla(\nabla U) = \begin{pmatrix}
A_1^2 & A_2A_1 & A_3A_1 & A_4A_1 & A_5A_1 & A_6A_1 \\
A_1A_2 & A_2^2 & A_3A_2 & A_4A_2 & A_5A_2 & A_6A_2 \\
A_1A_3 & A_2A_3 & A_3^2 & A_4A_3 & A_5A_3 & A_6A_3 \\
A_1A_4 & A_2A_4 & A_3A_4 & A_4^2 & A_5A_4 & A_6A_4 \\
A_1A_5 & A_2A_5 & A_3A_5 & A_4A_5 & A_5^2 & A_6A_5 \\
A_1A_6 & A_2A_6 & A_3A_6 & A_4A_6 & A_5A_6 & A_6^2
\end{pmatrix} U.
\]

(7.87)
On \( \alpha \)-right-invariant functions we have the property \( A_6 U(g) = 0 \) for all \( g \in SE(3) \), and consequently \(^2 A_i A_6 U = 0 \) for all \( i \in \{1, 2, 3, 4, 5, 6\} \). Therefore, we first ensure the ordering \( A_1, A_2, A_3, A_4, A_5, A_6 \), i.e. ensure that all derivatives are ordered such that angular derivative \( A_1 \) always appears on the left-side, and \( A_6 \) always appears on the right-side, so angular derivatives are applied first, yielding

\[
\mathcal{H} U = \begin{pmatrix}
A_1^2 & A_1 A_2 & A_1 A_3 & A_1 A_4 & A_1 A_5 - A_3 & A_1 A_6 + A_2 \\
A_1 A_2 & A_2^2 & A_2 A_3 & A_2 A_4 + A_3 & A_2 A_5 & A_2 A_6 - A_1 \\
A_1 A_3 & A_2 A_3 & A_3^2 & A_3 A_4 - A_2 & A_3 A_5 + A_1 & A_3 A_6 \\
A_1 A_4 & A_2 A_4 & A_3 A_4 & A_4^2 & A_4 A_5 - A_6 & A_4 A_6 + A_5 \\
A_1 A_5 & A_2 A_5 & A_3 A_5 & A_4 A_5 & A_5^2 & A_5 A_6 - A_4 \\
A_1 A_6 & A_2 A_6 & A_3 A_6 & A_4 A_6 & A_5 A_6 & A_6^2 \\
\end{pmatrix} U.
\]

Using \( A_6 \tilde{U} = 0 \) we obtain the following expression for the Hessian on \( \alpha \)-right-invariant functions \( \tilde{U} \)

\[
\mathcal{H} \tilde{U} = \begin{pmatrix}
A_1^2 & A_1 A_2 & A_1 A_3 & A_1 A_4 & A_1 A_5 - A_3 & A_2 \\
A_1 A_2 & A_2^2 & A_2 A_3 & A_2 A_4 + A_3 & A_2 A_5 & -A_1 \\
A_1 A_3 & A_2 A_3 & A_3^2 & A_3 A_4 - A_2 & A_3 A_5 + A_1 & 0 \\
A_1 A_4 & A_2 A_4 & A_3 A_4 & A_4^2 & A_4 A_5 & A_5 \\
A_1 A_5 & A_2 A_5 & A_3 A_5 & A_4 A_5 & A_5^2 & -A_4 \\
0 & 0 & 0 & 0 & 0 & 0 \\
\end{pmatrix} \tilde{U}.
\]

Since the sixth row is zero, one can consider this in fact is a \( 5 \times 6 \) matrix.

### 7.6.2 Tangent Vector Estimation

Based on exactly the same reasoning as in Section 5.3, using the norm described in Subsection 7.5.3, we obtain for the optimum tangent vector \( c^* \)

\[
(\mathcal{H} U)^T M_\mu^2 (\mathcal{H} U) c^* = \lambda M_\mu^{-2} c^*,
\]
which can be rewritten as

\[
(M_\mu \mathcal{H} U M_\mu)^T (M_\mu \mathcal{H} U M_\mu) \tilde{c}^* = \lambda \tilde{c}^*,
\]

where \( M_\mu = \text{diag}(1/\mu, 1/\mu, 1/\mu, 1, 1, 1) \) and \( \tilde{c}^* = M_\mu^{-1} c^* \). This amounts to eigen-system analysis of the symmetric \( 6 \times 6 \) matrix \( (M_\mu \mathcal{H} U M_\mu)^T (M_\mu \mathcal{H} U M_\mu) \), where one of the three eigenvectors gives \( \tilde{c}^* \). The eigenvector with the smallest corresponding eigenvalue is selected as tangent vector \( c^* \), and the desired tangent vector \( c^* \) is then given by \( c^* = M_\mu \tilde{c}^* \).

\(^2\text{Note that } A_i A_6 U = 0 \text{ does not imply that } A_6 A_i U \neq 0, \text{ but all } A_6 \text{ terms can be removed in that case using the commutator relations cf. (7.39) }\)
By setting \( c^1 = 0 \) and \( c^2 = 0 \) we can enforce the deviation from horizontality to be zero. In the minimization term, \( (\mathcal{H}Ue^*) \) can now be rewritten as

\[
\mathcal{H}U|_{c^1=c^2=0} = \mathcal{H}_{\text{hor}} W c_{\text{hor}} = \begin{pmatrix}
A_1 A_3 & A_1 A_4 & A_1 A_5 - A_3 & A_2 \\
A_2 A_3 & A_2 A_4 + A_3 & A_2 A_5 & -A_1 \\
A_3 A_4 & A_3 A_5 + A_1 & A_4 A_5 & A_5 \\
A_3 A_5 & A_4 A_5 & A_5^2 & -A_4
\end{pmatrix}
\begin{pmatrix}
c^3 \\
c^4 \\
c^5 \\
c^6
\end{pmatrix},
\] (7.92)

Now the Euler Lagrange equation gives

\[
(M_{\mu} \mathcal{H}_{\text{hor}} U M_{\mu,\text{hor}})^T (M_{\mu} \mathcal{H}_{\text{hor}} U M_{\mu,\text{hor}}) \tilde{c}_{\text{hor}}^* = \lambda \tilde{c}_{\text{hor}}^*,
\] (7.93)

where \( \tilde{c}_{\text{hor}}^* = M_{\mu,\text{hor}} e_{\text{hor}}^* \) and \( M_{\mu,\text{hor}} = \text{diag}\{1/\mu, 1/\mu, 1/\mu, 1\} \). This amounts to eigensystem analysis of a symmetric \( 4 \times 4 \) matrix.

Once the local tangent vector is found, we can calculate the curvature, torsion, and deviation from horizontality as described in Subsection 7.5.5. Furthermore, analogously to Section 5.4, we define the measure for orientation confidence as

\[
s = -\Delta_{\text{orth}} \tilde{U} = -\sum_{j=1}^{5} (e_{j}^{\text{orth}})^T \mathcal{H}U e_{j}^{\text{orth}},
\] (7.94)

where \( e_{j}^{\text{orth}} (j \in \{1, 2, 3, 4, 5\}) \) denote the 5 (eigen)vectors that are \( \mu \)-orthogonal (i.e. \( (e_{i}^{\text{orth}}, e_{j}^{\text{orth}})_{\mu} = \delta_{ij} \)) to the estimated tangent vector.

### 7.7 Diffusion on 3D Orientation Scores

In this section we will first introduce diffusion on the sphere, which is introduced because it will be useful later on for implementation of diffusion on orientation scores. Subsequently we will introduce diffusion on \( SE(3) \) and finally \( \mathbb{R}^3 \times S^2 \).

#### 7.7.1 Diffusion on the Sphere

The left invariant derivatives of \( SO(3) \) are \( \{A_4, A_5, A_6\} \), cf. (7.64), so we can construct left-invariant diffusion processes using this set of derivatives. For functions on the sphere, we want to render diffusion operators without any dependence on \( \alpha \), i.e. \( \alpha \)-right-invariant. The only diffusion operator fulfilling this requirement is the Laplace-Beltrami operator, which on \( SO(3) \) is given by \( A_4^2 + A_5^2 + A_6^2 \). By setting \( \partial_\alpha = 0 \) we obtain the Laplace-Beltrami operator on \( S^2 \),

\[
\Delta_{S^2} = (A_4^2 + A_5^2 + A_6^2) \bigg|_{\partial_\alpha = 0} = \partial_\beta^2 + \frac{\cos \beta}{\sin^2 \beta} \partial_\beta + \frac{1}{\sin^2 \beta} \partial_\gamma^2,
\] (7.95)
7.7. Diffusion on 3D Orientation Scores

The linear diffusion system on the sphere is therefore given by

\[
\begin{aligned}
\partial_t a(\beta, \gamma, t) &= \Delta_{S^2} a(\beta, \gamma, t), \\
\quad a(\beta, \gamma, 0) &= f(\beta, \gamma),
\end{aligned}
\]  

(7.96)

where \( a : S^2 \times \mathbb{R}^+ \) represents the diffusion scale space of \( f \in L^2(S^2) \). The easiest way to apply this diffusion is via the spherical harmonics transform. The Laplace-Beltrami operator applied on spherical harmonics gives

\[
\Delta_{S^2} Y_{lm} = -l(l+1) Y_{lm},
\]

(7.97)

so the spherical harmonic domain \( \Delta_{S^2} f \) yields

\[
\mathcal{F}_{S^2}[\Delta_{S^2} a(\cdot, \cdot, t)]^l_m = -l(l+1) \mathcal{F}_{S^2}[a(\cdot, \cdot, t)]^l_m.
\]

(7.98)

Since the solution of (7.96) at time \( t \) is given by \( e^{t \Delta_{S^2} f} \), the diffusion at time \( t \) in spherical harmonic domain is given by (see [85])

\[
\mathcal{F}_{S^2}[e^{t \Delta_{S^2} f}]^l_m = e^{-tl(l+1)} \mathcal{F}_{S^2}[f]^l_m.
\]

(7.99)

Alternatively, it can be expressed as an \( S^2 \)-convolution

\[
(e^{t \Delta_{S^2} f})(\beta, \gamma) = (\psi_t^{S^2} * S^2 f)(\beta, \gamma),
\]

with \( \psi_t^{S^2}(\beta) = \sum_{l=0}^{\infty} e^{-t(l+1)} \sqrt{\frac{2l + 1}{4\pi}} P^l_m(\cos \beta) \),

(7.100)

where the latter kernel is known as the Gauss-Weierstrass kernel [55].

7.7.2 Diffusion on \( SE(3) \)

The general left-invariant diffusion equation on \( SE(3) \) is given by

\[
\begin{aligned}
\partial_t W(g, t) &= \nabla \cdot \nabla W(g, t) = \left( \sum_{i=1}^{6} \sum_{j=1}^{6} A_{ij} D_{ij} A_i \right) W(g, t), \\
\partial_t W(g, 0) &= U(g),
\end{aligned}
\]

(7.101)

where \( W(\cdot, t) \) represents the diffused orientation score at time \( t \).

In the 3D case, \( \mu \)-isotropic diffusion cf. Subsection 2.9.1.1 becomes

\[
\partial_t W = (A_1^2 + A_2^2 + A_3^2 + \mu^2 (A_4^2 + A_5^2 + A_6^2)) W.
\]

(7.102)

Analogous to the special types of diffusion described in Subsection 2.9.1, we define diffusions suitable for enhancement of curves. Horizontal curvature- and torsion-free linear anisotropic diffusion along curves is defined as

\[
\partial_t W = (D_a (A_1^2 + A_2^2) + A_3^2 + \mu^2 D_a (A_4^2 + A_5^2 + A_6^2)) W,
\]

(7.103)
where \( D_a \) is the anisotropy factor. Finally, the diffusion along an exponential curve with tangent vector \( c \) is defined as

\[
D(c, D_a) = (1 - D_a) \frac{\mu^2}{\|c\|_\mu^2} c c^T + D_a \text{diag}(1, 1, 1, \mu^2, \mu^2, \mu^2), \tag{7.104}
\]

which allows to obtain curved kernels with torsion. The latter two types of diffusion are especially useful in the nonlinear (adaptive) case, where \( D_a \) and \( c \) are estimated using local features cf. Section 7.6. Notice that since both the diffusion equation and the used features are left-invariant, the resulting nonlinear diffusion equation is left-invariant as well.

In 3D, besides curves, another topic of interest is to enhance surfaces. The meaning of the spatial left-invariant vector fields changes; for a “horizontal surface”, \( A_3 \) is interpreted as the direction orthogonal to a surface, while \( A_1 \) and \( A_2 \) are tangents to a surface. Horizontal curvature- and torsion-free linear anisotropic diffusion along a surface is defined as

\[
\partial_t W = \left( (A_1^2 + A_2^2) + D_a A_3^2 + \mu^2 D_a (A_4^2 + A_5^2 + A_6^2) \right) W. \tag{7.105}
\]

Finally, let \( c_1 \) and \( c_2 \) be two arbitrarily chosen orthogonal vectors that are both tangent to a surface in \( \mathbb{R}^3 \), then surface diffusion with inclusion of curvature and torsion is defined as

\[
D(c, D_a) = (1 - D_a) \mu^2 \left( \frac{1}{\|c_1\|_\mu^2} c_1 c_1^T + \frac{1}{\|c_2\|_\mu^2} c_2 c_2^T \right) + D_a \text{diag}(1, 1, 1, \mu^2, \mu^2, \mu^2). \tag{7.106}
\]

### 7.7.3 Diffusion on \( \mathbb{R}^3 \rtimes S^2 \)

Diffusion on \( \mathbb{R}^3 \rtimes S^2 \) is considered as \( \alpha \)-right-invariance-preserving diffusion on \( \alpha \)-right-invariant functions on \( SE(3) \). In this subsection we will derive which types of diffusions on \( SE(3) \) cf. (7.101) preserve \( \alpha \)-right-invariance, which will be called valid diffusions on \( \mathbb{R}^3 \rtimes S^2 \).

Remember equation (7.68), which shows the relation between left-invariant derivatives at two positions \( g_1, g_2 \in SE(3) \) with \( g_1 \sim g_2 \). Inserting this equation in \( \nabla \cdot D \nabla \tilde{W} \) gives

\[
\nabla \cdot D(g_1) \nabla \tilde{W}(g_1) = \nabla \cdot Z_{\alpha_1 - \alpha_2}^T D(g_1) Z_{\alpha_1 - \alpha_2} \nabla \tilde{W}(g_2)
= \nabla \cdot D(g_2) \nabla \tilde{W}(g_2), \quad \text{for all } g_1 \sim g_2, \tag{7.107}
\]

which shows that diffusion is only valid if

\[
D(g_1) = Z_{\alpha_1 - \alpha_2} D(g_2) Z_{\alpha_1 - \alpha_2}^T, \quad \text{for all } g_1 \sim g_2. \tag{7.108}
\]

Next, we separately consider constant diffusions and adaptive diffusions.
7.7.3.1 Linear and Constant Diffusions

As already suggested by the requirement on convolution kernels cf. (7.61), the number of valid linear operations is limited. Suppose we have a diffusion tensor \( D \) that we use to apply a diffusion process to an \( \alpha \)-right-invariant orientation score \( \tilde{U} \). If \( D \) is an arbitrary diffusion tensor, which is not necessarily valid, one can always make it valid by taking the \( \alpha \)-marginal to remove the dependency on \( \alpha \), i.e.

\[
\partial_t \tilde{W}(g, t) = \int_0^{2\pi} \nabla \cdot D \nabla \tilde{W}(g) d\alpha = \int_0^{2\pi} \nabla \cdot Z^T_{\alpha-\alpha_0} D Z_{\alpha-\alpha_0} \nabla \tilde{W}(g_0, t) d\alpha
\]

\[= \nabla \cdot \left( \int_0^{2\pi} Z^T_{\alpha-\alpha_0} D Z_{\alpha-\alpha_0} d\alpha \right) \nabla \tilde{W}(g_0, t) = \nabla \cdot \tilde{D} \nabla \tilde{W}(g_0, t),
\]

(7.109)

where \( g = (x, R_{(\alpha, \beta, \gamma)}) \) and \( g_0 = (x, R_{(\alpha_0, \beta, \gamma)}) \). So the explicit calculation of the \( \alpha \)-marginal can be omitted by considering only diffusion tensors \( \tilde{D} \) that can be constructed from arbitrary diffusion tensors \( D \) by

\[
\tilde{D} = \int_0^{2\pi} Z^T_{\alpha-\alpha_0} D Z_{\alpha-\alpha_0} d\alpha = \int_0^{2\pi} Z^T\alpha D Z_\alpha d\alpha.
\]

(7.110)

Notice that \( \tilde{D} \) always fulfills (7.108). From this relation we can conclude that the only remaining valid diffusion tensors \( \tilde{D} \) have the form \( \tilde{D} = \text{diag}(A, A, B, C, C, 0) \) (where the sixth value is irrelevant since \( A_6 \tilde{U} = 0 \)), so the general equation for the constant linear diffusion on \( \mathbb{R}^3 \times S^2 \)-functions can be explicitly written as

\[
\partial_t \tilde{W}(x, \beta, \gamma; t) = \begin{pmatrix}
A_1 \\
A_2 \\
A_3 \\
A_4 \\
A_5
\end{pmatrix}^T \begin{pmatrix}
A & 0 & 0 & 0 & 0 \\
0 & A & 0 & 0 & 0 \\
0 & 0 & B & 0 & 0 \\
0 & 0 & 0 & C & 0 \\
0 & 0 & 0 & 0 & C
\end{pmatrix} \begin{pmatrix}
A_1 \\
A_2 \\
A_3 \\
A_4 \\
A_5
\end{pmatrix} \tilde{W}(x, \beta, \gamma; t).
\]

(7.111)

This coincides with horizontal curvature- and torsion-free diffusion cf. (7.105) with \( A = D_a \), \( B = 1 \) and \( C = \mu^2 D_a \).

7.7.3.2 Adaptive Diffusions

In case of adaptive diffusions, both linear and nonlinear, the diffusion of type (7.111) with adaptive \( A, B, \) and \( C \) is valid as well, since the derivation in (7.109) can also be applied on an adaptive \( D \). However, we have more possibilities for \( \mathbb{R}^3 \times S^2 \)-diffusion. We will show that the diffusion is valid if Hessian features as
described in Section 7.6 are used, since in that case the arbitrariness of \( \alpha_0 \) falls out of the diffusion equation.

By construction, (7.68) maps to the Hessian (cf. Section 7.6) as
\[
\mathcal{H}\tilde{W}(g_1) = Z_{\alpha_1 - \alpha_2} \mathcal{H}\tilde{W}(g_2) Z_{\alpha_1 - \alpha_2}^T, \quad \text{iff } g_1 \sim g_2,
\]
and consequently, if tangent vectors \( g \mapsto c(g) \) are constructed using the Hessian,
\[
c(g_1) = Z_{\alpha_1 - \alpha_2} c(g_2), \quad \text{iff } g_1 \sim g_2.
\]
If the diffusion tensor has the form \( D(g_1) = c(g_1) c(g_1)^T \) then inserting (7.113) gives
\[
D(g_1) = (Z_{\alpha_1 - \alpha_2} c(g_2))(Z_{\alpha_1 - \alpha_2} c(g_2))^T = Z_{\alpha_1 - \alpha_2} c(g_2) c(g_2)^T Z_{\alpha_1 - \alpha_2}^T,
\]
which matches requirement (7.108), meaning that this is a valid type of diffusion. The same holds if \( c \) would be acquired using other left-invariant matrix-based approaches such as the structure tensor.

Furthermore, the sum of two valid diffusion tensors \( D_1 + D_2 \) forms a valid diffusion tensor again since
\[
D_1(g_1) + D_2(g_1) = Z_{\alpha_1 - \alpha_2} D_1(g_2) Z_{\alpha_1 - \alpha_2}^T + Z_{\alpha_1 - \alpha_2} D_2(g_2) Z_{\alpha_1 - \alpha_2}^T
= Z_{\alpha_1 - \alpha_2} (D_1(g_2) + D_2(g_2)) Z_{\alpha_1 - \alpha_2}^T.
\]
Therefore, in an adaptive setting the diffusion along exponential curves cf. (7.104) is valid as well.

Since \( \mathcal{A}_6 \tilde{W} \) is always zero, and also the sixth component of \( D \nabla \tilde{W}(g_2) \) has no dependency on \( \alpha \), all cases of adaptive diffusion on \( \mathbb{R}^3 \times S^2 \) can be expressed using only \( 5 \times 5 \) diffusion tensor matrices and gradients with 5 components.

### 7.8 Implementations for 3D Orientation Scores

In this section we propose basic implementation schemes for 3D orientation score algorithms, focussing on orientation scores of the type \( \mathbb{R}^3 \times S^2 \to \mathbb{C} \).

First, we consider sampling of 3D orientation scores. The spatial coordinates of a 3D orientation score can be directly identified with a 3D spatial (image) volume and in practice we will use a Cartesian sampling grid in the spatial dimensions. For simplicity, we will assume that we have isotropic spatial voxels, i.e. the three spatial dimensions are sampled isotropically. Spherical sampling is more difficult, because it is not possible to obtain an equidistant sampling grid on the sphere for an arbitrary number of orientations. This will be the topic of the first subsection.
Subsequently, we will describe implementations for the spherical harmonic transform, the $SE(3)$-convolution, left-invariant derivatives, and numerical schemes for (non)linear diffusion.

### 7.8.1 Sampling $S^2$ using Platonic solids

A problem with sampling 3D orientation scores is to uniformly distribute a finite number of sample points over the unit sphere. We consider two criteria that describe the uniformity of a chosen sampling:

- The distance between neighboring sampling points should be as equal as possible;
- Equal area around each sample point, i.e. if we calculate the Voronoi tessellation of the points on the sphere, the areas of all regions should be as similar as possible.

A common approach for sampling the sphere is to take tessellations of platonic solids [154] [42] [120], i.e. tetrahedron, cube or hexahedron, octahedron, dodecahedron, and icosahedron, see Figure 7.5. The vertices of the Platonic solids are exactly uniform concerning both criteria, so they provide a suitable choice for sampling points. The problem, however, is that no platonic solids exist in $\mathbb{R}^3$ with more vertices than the dodecahedron, which has 20 vertices. Therefore, a common approach is to approximate a uniform sampling on the sphere with more sampling points by applying a regular triangulation of the dodecahedron or icosahedron, followed by projection on the unit sphere.

A regular tesselation of order $o$ means that the faces of the platonic solid, i.e. triangles in case of the icosahedron and pentagons in case of the dodecahedron, are subdivided into equally-sized triangles, where $o = 0$ means no subdivision. The process is illustrated in Figure 7.6 for the icosahedron, where the resulting
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Figure 7.5: The platonic solids.
Figure 7.6: Equidistant sampling of the sphere using the 12 vertices of an icosahedron (left). To get more nearly-equidistant points, triangulations of order 1 or higher can be performed to divide each triangle in \((o + 1)^2\) triangles, yielding \(N_o = 2 + 10(o + 1)^2\) vertices.

Figure 7.7: Equidistant sampling of the sphere using the 12 vertices of a dodecahedron (left). To get more nearly-equidistant points, a tessellation of order 1 divides each face into 5 triangles, leading to 32 vertices. Higher tessellation orders subdivide these triangles into smaller triangles yielding \(N_o = 2 + 30(o + 1)^2\) vertices.
Implementations for 3D Orientation Scores

The number of sampling points is given by \( N_o = 2 + 10(o + 1)^2 \). In case of the dodecahedron, a tessellation of order \( o = 1 \) divides every pentagon in 5 triangles; higher order tessellation subsequently divides these triangles into subtriangles, as illustrated in Figure 7.7. The resulting number of sampling points is given by \( N_o = 20 \) for \( o = 0 \) and \( N_o = 2 + 30o^2 \) for \( o > 0 \).

Similar to the 2D case, in many cases the 3D orientations score has a \( \pi \)-periodic symmetry, i.e., one does not always need to distinguish between a point on the sphere \( n \) and \( -n \) where \( n \in \{ \mathbb{R}^3 \mid \|n\| = 1 \} \). In that case we want to obtain a uniform sampling of a half-sphere. Due to the symmetry of the platonic solids this can be obtained from the platonic solids by rejecting for instance all sampling points with \( z < 0 \).

### 7.8.1.1 Uniformity of a Spherical Sampling

In this subsection we aim to quantize the uniformity of a given spherical sampling. Assume we have a spherical sampling with a corresponding tessellation, i.e., all sampling points are identified with vertices and we have edges which connect to direct neighboring sampling points. Let \( S = \{ v_i \mid i \in \{1, 2, \ldots, N_o\} \} \) be the set of unit-length vectors describing the sampling points on the sphere. \( \mathcal{N}_S(v_i) \) is the set of the sampling points that are direct neighbors of \( v_i \), where the relation is reciprocal i.e. \( v_k \in \mathcal{N}_S(v_i) \iff v_i \in \mathcal{N}_S(v_k) \).

The spherical distance of two points on a unit sphere is given by

\[
d_{S^2}(v_1, v_2) = \arccos \left( \frac{v_1 \cdot v_2}{\|v_1\| \|v_2\|} \right),
\]

and the set of distances of all vertices to all of their direct neighbors is given by

\[
d = \{ d_{S^2}(v_i, v_j) \mid i \in \{1, 2, \ldots, N_o\} \text{ and } v_j \in \mathcal{N}_S(v_i) \}. \tag{7.117}
\]

From these distances we calculate a measure for distance uniformity

\[
u_{\text{dist}} = \frac{\max(d) - \min(d)}{\text{mean}(d)}, \tag{7.118}
\]

where 0 means exactly uniform.

The area of a spherical triangle on a unit sphere is given by

\[
A(v_1, v_2, v_3) = d_{S^2}(tv_2(v_1), tv_3(v_1)) + d_{S^2}(tv_1(v_2), tv_3(v_2)) + d_{S^2}(tv_1(v_3), tv_2(v_3)) - \pi, \tag{7.119}
\]

where \( t_p(v) \) gives the vector \( \in \mathbb{R}^3 \) that is orthogonal to \( v \) and that is situated in the plane spanned by \( \text{span}\{v, p\} \), i.e.

\[
t_p(v) = p - (v \cdot p)v, \tag{7.120}
\]
Table 7.1: Uniformity measures for the tessellations of icosahedron and dodecahedron. 

<table>
<thead>
<tr>
<th>order</th>
<th>Icosahedron</th>
<th>Dodecahedron</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$N_o$</td>
<td>$u_{\text{dist}}$</td>
</tr>
<tr>
<td>0</td>
<td>12</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>42</td>
<td>0.13</td>
</tr>
<tr>
<td>2</td>
<td>92</td>
<td>0.16</td>
</tr>
<tr>
<td>3</td>
<td>162</td>
<td>0.24</td>
</tr>
<tr>
<td>4</td>
<td>252</td>
<td>0.26</td>
</tr>
<tr>
<td>5</td>
<td>362</td>
<td>0.27</td>
</tr>
</tbody>
</table>

$u_{\text{dist}}$ denotes the distance uniformity defined in (7.118) and $u_{\text{area}}$ denotes the area uniformity defined in (7.123).

where we assume $\|p\| = 1$ and $\|v\| = 1$. We now define the set of neighboring triangles of a point $v_i$ as

$\mathcal{T}_S(v_i) = \{(v_i, v_j, v_k)|v_j \in \mathcal{N}_S(v_i) \text{ and } v_k \in \mathcal{N}_S(v_i) \text{ and } v_j \in \mathcal{N}_S(v_k)\}$. (7.121)

The effective area surrounding a sampling point $v_i$ is now given by

$$A_S(v_i) = \frac{1}{3} \sum_{(v_i, v_j, v_k) \in \mathcal{T}_S(v_i)} A(v_i, v_j, v_k),$$ (7.122)

where we note that $\sum_{i=1}^{N_o} A_S(v_i) = 4\pi$, i.e. the sum of all areas matches the area of a total unit sphere. The measure for area uniformity is given by

$$u_{\text{area}} = \frac{\max_i(A_S(v_i)) - \min_i(A_S(v_i))}{\text{mean}_i(A_S(v_i))},$$ (7.123)

where again 0 means exactly uniform.

Table 7.1 gives the uniformity measures for the tessellations of icosahedron and dodecahedron. We observe that the icosahedron tessellations perform better with respect to the distance uniformity, while the dodecahedron tessellations perform better with respect to the area uniformity. Depending on what criterion is most important for the algorithm in use, one should choose one of the two platonic solids as starting point for sampling on the sphere.

7.8.2 Implementation of the Spherical Harmonic Transform

We use a simple approach to calculate the spherical harmonic transform. In literature, several more efficient and accurate algorithms for discrete spherical harmonic transforms are proposed [31, 87, 12], which could be incorporated in future implementations.
When implementing the SHT of equation (7.23) we have to truncate \( l \) to the values \( l \in \{0, 1, \ldots, L\}, \) \( L < \infty \). If we bandlimit \( l \leq L \), the number of spherical harmonics is given by \( n_{\text{SH}} = (L + 1)^2 \). If we have a \( \pi \)-symmetric function on the sphere, we only need to consider the even values for \( l \), i.e. \( l \in \{0, 2, 4, \ldots, L\} \) where \( L \) is even. In that case the number of SH is given by \( n_{\text{SH}} = \frac{1}{2}(L+1)(L+2) \). It is hard to formulate a sampling theorem on the sphere for arbitrary samplings. However, from an algebraic point of view we can state that a spherical sampling with \( N_o \) points, the number of required spherical harmonics for reconstruction is lower bounded by \( n_{\text{SH}} \geq N_o \), which also gives a lower bound on \( L \).

For the calculation of a discrete SHT we construct a matrix \( \mathbf{M} \) of size \( n_{\text{SH}} \times N_o \) as follows

\[
\mathbf{M} = [M_{jk}] = \frac{1}{\mathcal{C}} Y_{m(j)}^{l(j)}(v_k), \quad j \in \{1, 2, \ldots, n_{\text{SH}}\}, \quad k \in \{1, 2, \ldots, N_o\}, \tag{7.124}
\]

where \( j \) is a single index that enumerates the spherical harmonics, given by

\[
\text{all values of } l: \quad j(l, m) = 1 + l^2 + (m + l), \quad \text{only even values of } l: \quad j(l, m) = 1 + \frac{l}{2}(l - 1) + (m + l), \tag{7.125}
\]

and where \( l(j) \) and \( m(j) \) denote the inverse relations. Factor \( \mathcal{C} \) in (7.124) is the normalization constant ensuring that \( \sum_{j=1}^{n_{\text{SH}}} M_{kj} M_{jk} = 1 \) for all \( k \) and is given by

\[
\mathcal{C} = \sum_{j=1}^{n_{\text{SH}}} |Y_{m(j)}^{l(j)}(\beta, \gamma)| = \sum_{j=1}^{n_{\text{SH}}} |Y_{m(j)}^{l(j)}(0, 0)|. \tag{7.126}
\]

The discrete SHT on a sampled function on the sphere \( \mathbf{f} = (f_1, f_2, \ldots, f_{N_o}) \) is now given by

\[
\mathbf{s} = (\mathbf{M} \cdot \text{diag}(\mathbf{A})) \mathbf{f}, \quad \text{and inverse} \quad \mathbf{f} = (\text{diag}(\mathbf{A}^{-1}) \cdot \mathbf{M}^T) \mathbf{s}, \tag{7.127}
\]

where \( \mathbf{A} \) is a vector of weighting factors, given by

\[
\mathbf{A} = (A_S(v_1), A_S(v_2), \ldots, A_S(v_{N_o})), \tag{7.128}
\]

where \( A_S() \) is defined in (7.122). Vector \( \mathbf{A}^{-1} \) denotes the componentwise inversion of the weighting factors in vector \( \mathbf{A} \). These weighting factors compensate for differences in the surrounding areas of the sampling points, which is important since the spherical sampling is not exactly uniform, as has been discussed in Subsection 7.8.1.1. The effective operation of SHT followed by inverse SHT on \( \mathbf{f} \) is given by \( \mathbf{N} = (\mathbf{M} \cdot \text{diag}(\mathbf{A})) \cdot (\text{diag}(\mathbf{A}^{-1}) \cdot \mathbf{M}^T) = \mathbf{M}^T \cdot \mathbf{M} \) where \( \mathbf{N} \) is the matrix of size \( N_o \times N_o \) of the net operation. A perfectly invertible transformation would yield \( \mathbf{N} = \mathbf{I} \). However in practice we only have \( \mathbf{N} \approx \mathbf{I} \). Due to the construction the diagonal elements will all be exactly 1, but due to the truncation of the spherical harmonics there are no guarantees that the off-diagonal element
will all be exactly 0. The higher the value for $L$ is chosen the more identical $N$ becomes to the identity matrix, as illustrated in Figure 7.8. However, the price to pay when increasing $L$ is a more redundant data representation and a potential decrease of the numerical stability; when one takes spherical derivatives via the SHT, the high order spherical harmonics will be strongly amplified.

Summarizing, due to the nonuniform sampling grid on the sphere, taking higher $L$ than strictly necessary is sensible but $L$ should not be made too large to prevent aliasing artefacts and instability.

### 7.8.3 Implementation of $SE(3)$-Convolutions

In this subsection we briefly discuss the implementation of the $SE(3)$ and $\mathbb{R}^3 \rtimes S^2$-convolution of Subsection 7.4.5. One could implement the convolution in a steerable way. Here we omit the derivation of steerable $SE(3)$-convolutions, as it is described extensively in [2, Chapter 6]. A similar approach is to use the $SE(3)$ fourier transform as described in [88, 22].

Alternatively, we can implement $SE(3)$-convolution in a non-steerable way cf. Subsection 3.3.3, which amounts to literally implementing the equation for $SE(3)$-convolution (7.52) or $\mathbb{R}^3 \rtimes S^2$-convolution (7.59). Such implementation is simpler and sometimes faster, depending on the size of the 3D orientation score and kernel, and the number of steerable components. In the 2D case, a set of sampled orientations over the circle exhibits the convenient property that they form a discrete subgroup of $SO(2)$. In 3D, however, we do not have this property, i.e. we cannot find an $N$-point sampling of $SO(3)$ such that all group products and group inverses map to another point in the sampling set. The same problem arises when sampling the sphere $S^2$. This problem can be handled in one of the following ways.

![Figure 7.8: Effect of increasing spherical harmonic bandwidth $L$ on the net operator matrix $N = M^T M$ for the case $N_o = 32$ (first order tesselation of dodecahedron). Clearly, if one takes higher order spherical harmonics than strictly required, reconstruction of the sampled function on the sphere improves.](image-url)
• Often one has an analytical expression for $\psi$; in that case we can simply sample the kernel at any position whenever necessary.

• If we do not have an analytic solution, one can use some interpolation scheme, such as triangular interpolation using the 3 closest sampling points on the sphere, or using spherical harmonic interpolation. One also needs to interpolate the spatial coordinates, which can be done e.g. using spline interpolation.

In any case, $SE(3)$-convolutions have a very high computational complexity ($O(NK)$ where $N$ is the total number of sampled orientation score positions, and $K$ the total number of sampled kernel positions. However, the operation is very suitable for parallel implementations, for instance on an FPGA. For optimal computational speed it is therefore of interest to look closely at the best order of loops, the way to store 3D orientation scores in memory to take advantage from caching, etcetera.

### 7.8.4 Implementation of Left-Invariant Derivatives

Spatial left-invariant derivatives $A_1$, $A_2$ and $A_3$ can be implemented simply using finite differences. Using eq. (7.63), second order accurate centered finite differences are given by

$$A_1 U(x, R) \approx \frac{1}{2h} \left( U(x + h R \cdot e_x, R) - U(x - h R \cdot e_x, R) \right),$$

$$A_2 U(x, R) \approx \frac{1}{2h} \left( U(x + h R \cdot e_y, R) - U(x - h R \cdot e_y, R) \right),$$

$$A_3 U(x, R) \approx \frac{1}{2h} \left( U(x + h R \cdot e_z, R) - U(x - h R \cdot e_z, R) \right).$$

These finite differences can be calculated either by interpolation on the positions that are not on the sampling grid, or by first calculating finite differences corresponding to $\partial_x$, $\partial_y$, and $\partial_z$. The orientational derivatives are obtained similarly

$$A_4 U(x, R) \approx \frac{1}{2h} \left( U(x, R \cdot R_{hx}^e) - U(x, R \cdot R_{-hx}^e) \right),$$

$$A_5 U(x, R) \approx \frac{1}{2h} \left( U(x, R \cdot R_{hy}^e) - U(x, R \cdot R_{-hy}^e) \right),$$

$$A_6 U(x, R) \approx \frac{1}{2h} \left( U(x, R \cdot R_{hz}^e) - U(x, R \cdot R_{-hz}^e) \right),$$

where interpolations over $SO(3)$ need to be performed since the needed positions will most likely not correspond to sample positions.

---

3Note that we do not use the equation for left-invariant derivatives in either the first or second Euler angle coordinates chart cf. (7.64) and (7.65), since this would be a cumbersome detour. Instead we directly discretize the definition of left-invariant derivatives of equation (7.63).
In case of $\mathbb{R}^3 \rtimes S^2$ the spatial finite differences are calculated in the same way. The orientation derivatives $A_4$ and $A_5$ can be calculated as

$$A_4 u(x, \beta, \gamma) \approx \frac{1}{2h} \left( u(x, \varpi_{S^2}(R_{(\alpha_0,\beta,\gamma)} R_{h}^e)) - u(x, \varpi_{S^2}(R_{(\alpha_0,\beta,\gamma)} R_{-h}^e)) \right),$$

$$A_5 u(x, \beta, \gamma) \approx \frac{1}{2h} \left( u(x, \varpi_{S^2}(R_{(\alpha_0,\beta,\gamma)} R_{h}^e)) - u(x, \varpi_{S^2}(R_{(\alpha_0,\beta,\gamma)} R_{-h}^e)) \right)$$

if $\alpha_0 = 0$,

$$\frac{1}{2h} \left( u(x, \beta + h, \gamma) - u(x, \beta - h, \gamma) \right).$$

(7.131)

where $\varpi_{S^2}$ takes the angles $(\beta, \gamma)$ corresponding to the supplied rotation matrix. Angle $\alpha_0$ can be arbitrarily chosen for each position $(x, \beta, \gamma) \in \mathbb{R}^3 \rtimes S^2$ separately. For the interpolation, the most straightforward methods are triangular interpolation and spherical harmonic interpolation. Triangular interpolation using the 3 closest sampling points on the sphere has the disadvantage that it leads to additional blurring, while spherical harmonic interpolation (that is, applying a SHT cf. (7.23) followed by calculation of response at the desired spherical position cf. (7.28)) can lead to overshoots and undershoots.

### 7.8.5 Numerical Schemes for Diffusion on 3D Orientation Scores

In this subsection we restrict ourselves to diffusions on $\mathbb{R}^3 \rtimes S^2$. First we will consider the linear case of (7.111). Subsequently, we will propose how to straightforwardly implement the nonlinear case.

#### 7.8.5.1 Linear Diffusion

The linear diffusion equation on $\mathbb{R}^3 \rtimes S^2$ cf. (7.111) can be rewritten as (using $A = D_a$, $B = 1$ and $C = \mu^2 D_a$)

$$\partial_t \tilde{W}(x, \beta, \gamma, t) = (D_a(A_1 + A_2) + A_3 + \mu^2 D_a \Delta_{S^2}) \tilde{W}(x, \beta, \gamma, t).$$

(7.132)

To solve the equation numerically, the time derivative is a first order forward difference,

$$\partial_t \tilde{W}(x, \beta, \gamma, t) \approx \frac{\tilde{W}(x, \beta, \gamma, t + \tau) - \tilde{W}(x, \beta, \gamma, t)}{\tau}.$$  

(7.133)

Spatially, we take second order centered finite differences for $\partial_x^2$, $\partial_y^2$, and $\partial_z^2$. In the orientation dimensions we use (7.98) to calculate $\Delta_{S^2}$ using the spherical harmonic transform, where for stability a small regularization with scale $t_{\text{reg}}$ is applied via the spherical harmonic domain as well, i.e.

$$\mathcal{F}_{S^2}[\Delta_{S^2} \tilde{W}(x, \cdot, t)]_m^l = -l(l + 1) e^{-t_{\text{reg}} l(l+1)} \mathcal{F}_{S^2}[\tilde{W}(x, \cdot, t)]_m^l.$$  

(7.134)
For efficiency, the chain of operators, SHT – (7.134) – inverse SHT, is stored in a $N_o \times N_o$ matrix, so that calculation of $\Delta s^2$ at a single spatial position consists of a simple matrix-vector-multiplication.

Note that if one has the Green’s function for diffusion on $SE(3)$, linear diffusion can be accomplished using an $SE(3)$-convolution with the Green’s function rather than using the numerical scheme. It is questionable, however, whether this would be computationally more efficient.

7.8.5.2 Nonlinear Diffusion

In the nonlinear case, we propose a numerical scheme similar to Subsection 6.4.1 for $SE(2)$-diffusion. The left-invariant derivatives are calculated as described in Subsection 7.8.4 and the time derivative is given by (7.133).

For nonlinear diffusion, we also need to estimate the local orientation confidence, and (optionally) curvature, torsion, and deviation from horizontality, see Subsection 7.7.2. For this purpose we need to calculate the Hessian cf. (7.89) using regularized derivatives. We propose to approximate these regularized derivatives by first applying regularization using the scheme for linear diffusion in Subsection 7.8.5.1, followed by taking finite differences as described in Subsection 7.8.4.

7.9 Results

Due to time restrictions and the difficulty of visualizing 3D orientation scores\footnote{Visualizing 3D orientation scores is a challenging problem and therefore the visualization of HARDI data is currently a PhD project of another PhD student within the BMIA group.} we only implemented linear diffusion on 3D orientation scores. In Figures 7.9 and 7.10 we show preliminary results of the linear $SE(3)$-diffusion process. In these examples an artificial three-dimensional HARDI dataset is created, to which Rician noise is added. Next, we apply two different $SE(3)$-diffusions on both the noise-free and the noisy dataset. To visualize the result we use an experimental version of the DTI tool [32] which can visualize HARDI glyphs using the Q-ball visualization method [28]. In the results, all glyphs are scaled equivalently. The $\mu$-isotropic diffusion does not preserve the anisotropy of the glyphs well; especially in the noisy case we observe that we get almost isotropic glyphs. With anisotropic diffusion, the anisotropy of the HARDI glyphs is preserved much better and in the noisy case the noise is clearly reduced. The resulting glyphs are, however, less directed than in the noise-free input image. This would improve when using nonlinear diffusion, or when adding some sort of “thinning” step in the method.
Figure 7.9: Result of $\mathbb{R}^3 \ltimes S^2$-diffusion on an artificial HARDI dataset of two crossing lines, with and without added Rician noise with $\sigma = 0.17$ (signal amplitude 1). Image size: $10 \times 10 \times 10$ spatial and 162 orientations. Parameters of the $\mu$-isotropic diffusion process: $D_a = 1, \mu = 0.1, t_{reg} = .01$. Parameters of the anisotropic diffusion process: $D_a = 0.01, \mu = 0.1, t_{reg} = .01$. 

(a) $t = 0$, no noise

(b) $t = 0$, added noise

(c) $t = 1$, $\mu$-isotropic, no noise

(d) $t = 1$, $\mu$-isotropic, added noise

(e) $t = 1$, anisotropic, no noise

(f) $t = 1$, anisotropic, added noise
7.9. Results

Figure 7.10: Result of $\mathbb{R}^3 \times S^2$-diffusion on an artificial HARDI dataset of two crossing lines where one of the lines is curved, with and without added Rician noise with $\sigma = 0.17$ (signal amplitude 1). Image size: $10 \times 10 \times 10$ spatial and 162 orientations. Parameters of the $\mu$-isotropic diffusion process: $D_a = 1$, $\mu = 0.1$, $t_{\text{reg}} = .01$. Parameters of the anisotropic diffusion process: $D_a = 0.01$, $\mu = 0.1$, $t_{\text{reg}} = .01$. 

(a) $t = 0$, no noise
(b) $t = 0$, added noise
(c) $t = 1$, $\mu$-isotropic, no noise
(d) $t = 1$, $\mu$-isotropic, added noise
(e) $t = 1$, anisotropic, no noise
(f) $t = 1$, anisotropic, added noise
7.10 Conclusions

In this chapter we have shown that we can map all techniques of the previous chapters on 2D orientation scores to the more complicated case of 3D orientation scores. Basically, everything stays the same, but some issues require more attention. Especially the fact that we usually have to deal with the coset space $SE(3)/(\mathbf{0} \times \text{stab}(e_z)) \cong \mathbb{R}^3 \times S^2$ has been emphasized as an important issue. We have shown that we can consider functions $\mathbb{R}^3 \times S^2 \to \mathbb{C}$ as functions on $SE(3)$ which are $\alpha$-right-invariant, after which we were able to use all group theoretical results. The required preservation of $\alpha$-right-invariance imposed additional constraints on e.g. the convolution kernel and the allowed types of (non)linear diffusion.

The implementations and results of this chapter are preliminary. However, the results suggest that even anisotropic linear diffusion on $SE(3)$ is a useful way to denoise HARDI data. Future work should include the implementation and evaluation of nonlinear $SE(3)$-diffusion; all recipes are included in this chapter. Furthermore, a more extensive evaluation should be performed to verify whether considering the entire $\mathbb{R}^3 \times S^2$ as HARDI domain, instead of only the spatial or orientational domain as is usually done, is not only a conceptual but also a practical advantage.
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C makes it easy to shoot yourself in the foot; C++ makes it harder, but when you do, it blows away your whole leg.

Bjarne Stroustrup (1950)

MathVisionC++: a Library for Mathematical Image Processing
8.1 Introduction

The high-dimensional image processing algorithms described in this thesis pose severe requirements on computational power. This makes these algorithms challenging from an implementational point of view. This chapter therefore describes the design of MathVisionC++, a C++ library for mathematical image processing. First, we will describe the motivation for starting a new library. Then we will explain the design of the library and summarize the functionality it currently contains. The design patterns applied in the library are subsequently illustrated by an example: the implementation of generally applicable FIR filter algorithms.

Next, we describe our design of a convenient C++ interface to Mathlink, the communication protocol of Mathematica. This interface makes it convenient to make all MathVisionC++ functionality accessible from Mathematica. An important feature of the interface is the caching mechanism, which allows to reduce the number of large data transfers between C++ and Mathematica.

Note that this chapter is not meant to be a manual or a reference guide to the library. It only provides an introduction into the concepts.

8.1.1 Mathematica and MathVisionTools

The research described in this thesis has been performed within the Biomedical Image Analysis (BMIA) group at the Technische Universiteit Eindhoven. The member of this group frequently use Mathematica [153] for algorithm design, for both fundamental and applied medical image analysis research. This software has a number of useful properties for this purpose

- It is very convenient for fast translation of Mathematics (e.g. analytical formulas) to a numerical implementation (e.g. on pixel/voxel data);
- Implementing simple image processing algorithms is relatively fast, i.e. the so-called rapid prototyping;
- It provides useful built-in functionality for visualizing results, for instance \texttt{ListDensityPlot}, \texttt{ListContourPlot}, \texttt{ListContourPlot3D} etcetera;
- Mathematica is available for many platforms: Windows, Linux, MacOSX, etcetera.

These were the most important reasons to select Mathematica as standard prototyping environment for the research within BMIA.
8.1. Introduction

However, no suitable add-ons were available to perform image analysis in Mathematica. Therefore, *MathVisionTools* [96] [2, Chapter 8] was developed. MathVisionTools is a powerful Mathematica package for image processing and analysis. The core of this library has been written in Mathematica. A lot of attention has been paid on optimizing the Mathematica code for speed, see [2, Section 8.2] for an example. Furthermore, the library is very flexible in the sense that many functions can be used on any-dimensional datasets and on both analytic functions and numeric data. The major features include

- Scale space and differential geometry, e.g. Gaussian derivatives for any order for and for any dimensions, and geometry driven diffusion;
- Orientation analysis, e.g. polar Fourier transform, 2D Hankel transform, \(SE(2)\)-convolution, and stochastic completion kernels;
- Commonly used image analysis functions, e.g. local maximum detection, B-spline interpolation, and region growing;
- Visualization functions, e.g. for visualizing tensorial images;
- Import / export functions, e.g. for the DICOM format, a widely-used file format for medical images.

Note that this is a non-exhaustive list, and new features are added continuously.

MathVisionTools has proved to be a useful library for the research within the BMIA group. However, firstly, algorithms developed in the group tend to grow more and more sophisticated, and require processing of higher-dimensional datasets such as orientation scores and scale spaces. Secondly, more and more algorithms developed in the group are becoming applicable to true medical imaging datasets, which are usually large datasets. These two developments result in an increased demand for processing large datasets. The disadvantages of Mathematica that start to hinder progress in some of the research are

- Mathematica is slow, since it is an interpreted language.
- Mathematica has a lot of redundant memory consumption: e.g. one cannot specify data types and no *pass-by-reference* construction exists.

The use of powerful Mathematica kernel servers to speed up calculations partly solves these problems, however this is not sufficient for many advanced algorithms.

8.1.2 Motivation for the Development of MathVisionC++

Because of the drawbacks of Mathematica and MathVisionTools described above, we started the development of *MathVisionC++*. The aim of MathVisionC++
was to develop a library with the following properties

1. *Efficiency*, concerning processing time but also concerning memory consumption;

2. Code *reusability*; the code should be as general as possible to prevent redundant coding of many largely overlap functions, in order to cover different cases. For instance, ideally a single image processing function in the library should be applicable to *any-dimensional* data with any numerical precision, without the need to change or add C++ code if the dimensionality or precision changes;

3. The library should be *platform independent*. Firstly since several different platforms are used within the group, and secondly since restricting to one platform would mean that the library is obsolete as soon as new platforms appear;

4. The library should contain built-in functionality for fundamental scale space and orientation score image processing research, but also for medical image analysis;

5. The functionality should be accessible from Mathematica, to be able to benefit from the speed and efficiency of MathVisionC++ and the advantages of Mathematica at the same time. However, it should also be possible to develop stand-alone programs entirely in C++.

### 8.1.3 Advantages of using C++

The programming language of our choice is *C++*. C++ is an open standard, so the language is by definition platform-independent, as long as no platform-dependent libraries are used. In addition, C++ is a compiler language which is very widely used, and therefore highly optimized compilers for several architectures exist (e.g. the Intel C++ Compiler).

We have chosen C++ rather than C for several reasons. Firstly, because a distinguishing feature of C++ compared to C are *templates*, which provide the perfect tool to achieve a high level of code reusability. For instance, in C one would need to write separate functions for convolution for different data types. In C++ one writes a single function where the data type and dimensionality are *template parameters*. The template parameters are resolved at *compile time*, meaning that the compiler *instantiates* a specific version of each function for all values of the template parameters that occur. Since the compiler knows the template parameters it can apply optimizations for each instantiation separately, to obtain optimally fast code.
A widespread misconception is that C++ is slower than C. However, C++ does not need to be slower, as long as one is a bit careful with some C++ features. The reputed slowness of C++ is mostly caused by a different programming style that arises from the object-oriented programming (OOP) paradigm. For instance in an “overdone” OOP design one could create a class `Image` that contains a method `virtual GetPixel` for random access to pixel data. This yields a flexible class design but a very slow access to image pixels. One should find a compromise between flexibility and speed. For instance, in this case it would be a better choice to declare the function `inline GetPixel`, which should lead to code that is just as fast as a low-level C-style get-pixel operations. Note, that this kind of constructions require more smartness from the C++ compiler, e.g. it should be able to inline the function in a proper way, but this should be no problem for most contemporary compilers.

Summarizing, for speed efficiency one should not aim at code reusability using compile time constructs such as `virtual` but instead use template programming constructions. Templates in C++ provide many possibilities. Veldhuizen [140] even shows that C++ templates are Turing complete by providing the recipe to implement any Turing machine with C++ templates. Programming using template constructions is called template metaprogramming [1] and it provides many “tricks” to increase speed at run-time. With the upcoming release of the C++0x standard, the new standard for C++ that is currently planned to be introduced in 2009, template programming will become even more powerful. Especially the introduction of so-called `concepts` it will be possible to create template metacode in a more structured way.

### 8.1.4 Other Image Processing Libraries

Many other image processing libraries exist, so one might wonder why we only considered MathVisionTools and MathVisionC++ till now. Other alternatives using high-level interpreted languages are

- The Digital Image Processing package for Mathematica [75]. This package does not provide the desired functionality: too slow and not sufficiently generic.

- Using Matlab with the Image Processing toolbox [97]. This environment basically has the same disadvantages as Mathematica: too slow and not generic.

There also exist numerous C/C++ libraries for image processing. The most interesting ones are
Figure 8.1: Structure of the MathVisionC++ library. Both the directory structure and the name spaces are organized in this way.

- C++ template image processing toolkit [131]. This library can handle 1-2-3-4D objects and works with C++ templates. It has a simple design with only four classes in the entire library. However, the flexibility is limited; all data structures are stored as 4D data structure `img` where all “unused” dimensions are set to size 1. This does not allow to optimize for lower dimensionalities. The entire library is implemented in a single header file, leading to slow compilation as the library grows. Furthermore, all algorithms are implemented in the `img` class itself, which is in our point of view not the right design, as will be discussed in the next section.

- Intel Integrated Performance Primitives [114]. This library is fast but it again lacks the required functionality, e.g. 2D only. Furthermore it is not freely available and it is platform dependent.

- Open CV [107]. This library is written with a different goal: real-time computer vision, so it does not contain the functions that we are interested in. Furthermore, it does not provide enough flexibility as it is 2D only.

- DIPlib [29] is an image processing library written in C, which includes a Matlab interface called DIPimage. It provides a lot of functionality, however it is written in C and therefore it is less flexible.

- ITK [122], this library is more specialized for segmentation and registration.

Summarizing, the major differences with our library are flexibility (any-D) and functionality, i.e. we need more mathematically-oriented image processing functions.
8.2 Library Functionality

In this section we provide a non-exhaustive list of image processing functions and other utility functions that are currently available. This is also summarized in Figure 8.1.

The library contains the following “any-dimensional” image processing functions

- FIR (Finite Impulse Response) filters, e.g. convolution, correlation, erosion, and dilation. See Section 8.4;
- Separable FIR filters;
- Inner-product taker;
- Various transforms: Fourier transform (i.e., wrappers to FFTW functions [57]), Zak transform and Gabor transform.
- Gaussian derivative and Gaussian derivative-at. Also including functions to calculate an entire Gaussian derivative jet efficiently.
- Spline interpolation using the algorithms described in [136].
- Explicit numerical schemes for nonlinear diffusion.

Furthermore, it contains the following “specific-dimensional” image processing functions

- 2D orientation scores (OS)
  - Orientation score transformation;
  - $SE(2)$-convolutions (steerable + non-steerable);
  - $SE(2)$-erosion and dilation;
  - OS Gaussian derivative jet;
  - OS nonlinear diffusion schemes;
- 3D orientation scores;
- Scale space interest points;
- Linear image reconstruction from a sparse set of features [78, 76];
- Heisenberg scores.

The utility functions, which are not directly related to image processing, include
- Functional programming constructs, such as Map to apply a given function to a sequence of elements;
- Multi-dimensional array processing, such as Transpose and Take;
- Linear algebra functions, such as Dot and MatrixMultiply;
- Convenient Mathlink C++ interface with a caching mechanism, see Section 8.5;
- NumberTraits, providing information on numeric types, see the example use in Subsection 8.4.2 for some more details;
- Several metafunctions to perform calculations at compile time;
- Parameter file parser to conveniently parse text files with e.g. algorithm parameters;
- Save / load PGM image file format;
- Save / load the MVA file format, which is the MathVisionC++ multi-dimensional array file format to store arrays of any dimension and any data type. This file format is also made accessible in Mathematica and ImageJ [115];
- Error classes for appropriate error handling.

8.3 Library Design

This section provides a global overview of the most important library design issues and the library structure. First we will list the most important design patterns, and subsequently describe some of these patterns in more detail.

The main design patterns are

- High-level data types such as multi-dimensional arrays are defined as C++ template classes (Subsection 8.3.1).
- Algorithms are implemented as separate template functions or template classes. I.e., algorithms are not member functions of data types, except for elementary functions such as Dim (the array dimensions), and Sum (the sum of all elements). This design pattern is described in more detail in Subsection 8.3.2.
- Names should better be long and clear than short and unclear.
8.3. Library Design

- The library is organized in name spaces. All functions are put in namespace `MathVisionCpp`, which is divided into further categories, cf. Figure 8.1. Implementational details that are not relevant for the user of the library that need to reside in a header file, are put in a sub-namespace called `Detail`.

- Errors should be handled with the C++ `try-catch-throw` constructs.

- The library may depend on freely available `platform-independent` libraries only and should compile on all C++ compliant compilers.

### 8.3.1 Basic Data Types

High-level data types such as multi-dimensional arrays are implemented as C++ template classes. The most important data type implemented as template class is `MultiArray<T, Rank>`, which is a Rank-dimensional data type with elements of type T. For example

```cpp
// 3D array of doubles:
MultiArray<double, 3> foo;
// 2D array of 2x2 float-matrices:
MultiArray<Matrix<float,2,2>, 2> bar;
```

`MultiArray` is comparable to a `packed array` in Mathematica, with the difference that Mathematica only provides packed arrays for the types `int, double, complex<double>`. `MultiArray` provides all operators such as `*=` , `+=`, and sub-array iterators to iterate through the array. Furthermore, `MultiArray` provides simple memory management. An internal `private` variable `bool heapowner` specifies whether it “owns” the actual data its private pointer refers to. Only if `dataowner==true`, then the destructor of `MultiArray` frees the data using a customizable deallocator. This makes it convenient to let several `MultiArray`s refer to the same data.

Another data type is `Vect<T, Len>`, a Len-dimensional vector of type T. For example

```cpp
Vect<int,3> myIntVec; // 3-component integer vector
Vect<double,2> myDoubleVec; // 2-component double vector
```

Since `Rank` of `MultiArray` and `Len` of `Vect` are template parameters, the values are known at compile-time, which allows for more optimization by the compiler. Data type `Matrix<T,Rows,Cols>` is derived from `Vect` and can store matrices with compile-time known dimensions.
Other basic data types include \texttt{StridingMultiArray<T,Rank>}, a special version of \texttt{MultiArray<T,Rank>} where the data may be stored in memory with a certain \textit{stride}, i.e. the number of locations in memory between successive array elements is flexible. This is useful to deal with sub-arrays of high-dimensional arrays without the need to \texttt{copy} this data to a new lower dimensional \texttt{MultiArray}, for example one can process a line in a 3D volume in either \(x\), \(y\), or \(z\) direction without the need to copy it. This is for instance useful for implementing \textit{separable} convolutions by using an implementation of 1D convolutions.

### 8.3.2 Algorithms

Algorithms are not implemented as member functions of data types such as \texttt{MultiArray}. An algorithm is not an inherent property of a data object and therefore we argue that putting algorithms in data classes is bad practice.

Instead, in correspondence to the C++ STL (Standard Template Library) \cite{129} algorithms are implemented as functions. The advantage is that a templated algorithm function often can be applied directly on different data types, without the need to duplicate any code for each data type it applies to. For example, algorithms on 1D data structures like \texttt{MultiArray<double,1>} should also work on STL data type \texttt{vector<double>} without the need to reimplement the algorithm. Since the basic data types of MathVisionC++ contain STL-compliant \texttt{iterators}, many of our algorithms can handle most STL data types and most STL algorithms also work with our data types.

More complicated algorithms, for instance ones that take many parameters or ones that require internal buffers, are implemented as classes. The advantage is that this the minimizes initialization time of the algorithm, as this only has to be done once for multiple calls. An example

```cpp
{
    // constructor : algorithm setup
    GaussianDerivativeJet<T,Rank> MyGD(scale,
        maxDerivativeOrder, imageDimensions,
        boundaryConditions, convolutionMethod);
    // calculations
    MyGD.Calculate(result1, input1, 1);
    MyGD.Calculate(result2, input2, 1);
} // destructor : will now be called automatically
```

Note that object \texttt{MyGD} is constructed such that it is only suitable for a specific order of derivative jet, image dimensions, boundary conditions, and convolution method. In image processing chains it is quite common that multiple calculations with the same settings have to be performed. If one also needs other settings, one can either construct a second object for that case or, alternatively, most algorithm
classes contain a `Set` method to change the parameters of the algorithm object.

For convenience of the user of the library, we provide a function interface for most algorithms that are implemented as a classes. This provides a kind of shortcut to commonly used algorithms. For example to calculate a convolution we can write

```c++
ListConvolve(result, image, kernel, kernelCenter, boundaryCondition, convolutionMethod);
```

### 8.3.3 Functional Programming

We provide Mathematica-inspired functional programming constructs such as `Map`, for example

```c++
// declaration of variables
MultiArray<double, 2> Image; // ... load image
MultiArray<bool, 2> thresholdedImage;
double thresholdValue = ...; // some value

// apply threshold on Image using the Map_ function
Map_<0>(_1 > thresholdValue, thresholdedImage, Image);
```

where `Image` is the input, `thresholdedImage` is the output. The Boost lambda library [91] provides the possibility to write nameless functions objects like

```c++
pp{<_1 > thresholdValue}
```

where “\_1” acts as the first placeholder argument, similar to “\#1” for pure functions in Mathematica. This function is applied on level 0 of the multidimensional array. Compare with Mathematica

```math
thresholdedImage = Map[If[#1 > thresholdValue, 1, 0] &, Image, {2}];
```

Note: the `levelspec` convention in MathVisionC++ is chosen to be the other way around, i.e. in Mathematica the conversion would be

```c++
CppLevelSpec = Depth[data] - MathematicaLevelSpec - 1
```

and in C++

```c++
MathematicaLevelSpec = data.ArrayRank - CppLevelSpec
```

where `ArrayRank` is a static data member of `data` yielding the dimensionality of `data`

We provide template functions `Map` and `Map_`. The difference is that `Map_` expects a single-argument function `f` that return its results, i.e. `result=f(input)`
while \texttt{Map} expects a function with two arguments where the result is passed-by-reference to the first argument, i.e. \texttt{f(result, input)}. The latter construction might be less esthetic but in many cases it is more efficient, since the assignment operator = requires to copy the return data. Some compilers, however, in some cases remove the copy redundancy. To gain speed, \texttt{Map} can also perform operations in parallel on computers with multiple cores or CPUs. In that case one should ensure that the function supplied to \texttt{Map} is thread-safe.

### 8.3.4 Dependencies on Other Libraries and Tools

The library currently depends on the following libraries

- Boost [91], a powerful extension to the C++ STL;
- FFTW, a fast library for Fourier transforms [57];
- Mathlink;
- BLAS/LAPACK, a library with fast basic linear algebra algorithms.
- UMFPACK, a library for solving sparse linear systems.

Furthermore we use

- Cmake, a cross-platform build environment [92];
- Doxygen, for documentation and tutorials [24];
- SVN, for version control.

### 8.4 Example Algorithm Design: FIR Filters

We aim to write a FIR (Finite Impulse Response) filter algorithm class that is as general as possible, to prevent rewriting a lot of similar code. The class should handle different data types and different dimensionalities. Furthermore, we want to be able to use the same code for convolution and correlation, as well as morphological operations. To make the code snippets below shorter, namespace scoops like “

Convolution and correlation can be implemented both in the spatial domain (“direct”) and in the Fourier domain (“Fourier”). In our design these two cases are implemented in separate classes \texttt{FIRFilterDirect} and \texttt{FIRFilterFourier}
since these algorithms contain totally different private data members. For example, a private data member of FIRFilterFourier is the FourierCalculator, which is not defined in FIRFilterDirect. Since it depends on the size of the kernel and the data which method is most efficient, we want to be able to select one of the two algorithms at run-time. For this purpose, we use class inheritance; we create an abstract base class FIRFilterBase which is defined as

```cpp
// abstract base class
template <
    typename ImgType, int Rank,
    typename KrnType = ImgType,
    typename OutType =
    typename FIRFilterOutputTrait<ImgType,KrnType>::OutType >
class FIRFilterBase
{
    virtual void Calculate(MultiArray<OutType,Rank>& result,
        const MultiArray<ImgType,Rank>& img,
        const MultiArray<KrnType,Rank>& kernel,
        const Vect<int,Rank>& krnCent) = 0;

    virtual ~FIRFilterBase();
};
```

where the template parameters mean

- **ImgType** specifies the data type of the image, for instance `int`, `double`, or `complex<double>`.
- **Rank** specifies the dimensionality of the data, which is the same for both the input data, output data, and the kernel.
- **KrnType** specifies the data type of the kernel. By default this type is the same as the image type.
- **OutType** specifies the data type of the output array. By default it is determined automatically by FIRFilterOutputTrait, as will be explained in Subsection 8.4.2.2.

Subsequently, we derive both FIRFilterDirect and FIRFilterFourier from this base class, and provide implementations for the virtual function Calculate. The library contains the following declaration for FIRFilterDirect

```cpp
template <
    class FilterMethod,
    typename ImgType, int Rank,
    typename KrnType = ImgType,
    typename OutType =
    typename FIRFilterOutputTrait<ImgType,KrnType>::OutType,
```
class Algebra = PlusTimesAlgebra >

class FIRFilterDirect
  : public FIRFilterBase<ImgType, Rank, KrnType, OutType>
{
  /* ... implementation of constructor, Calculate, and destructor... */
};

where the additional template parameters mean

- FilterMethod specifies whether correlation or convolution should be applied. The value should be either Correlate or Convolve.
- Algebra specifies the algebra to be used.

The constructor FIRFilterDirect is defined as

FIRFilterDirect(const Vect<int, Rank>& imdim,
                const Vect<int, Rank>& maxleft,
                const Vect<int, Rank>& maxright,
                BoundaryCondition bndcond);

The arguments of the constructor specify beforehand what the size of the image will be, and the maximum size of the kernel to the left and to the right measured from the kernel center (i.e. the kernel value at position 0). In this way the algorithm object can already initialize the calculation object to handle forthcoming calculations more efficiently, for instance allocating internal buffers, precalculating index maps for the appropriate boundary condition, etcetera. The declaration of class FIRFilterFourier and its constructor is similar, except that the template parameter Algebra falls out.

In both classes, the method Calculate adheres to the abstract declaration in FIRFilterBase. One can use pointers or references to FIRFilterBase to transparently work with FIRFilterDirect and FIRFilterFourier. Notice that a virtual function call to Calculate is slower, but a single virtual function call for an entire FIR filter operation does not lead to a significant decrease in speed.

8.4.1 Usage Examples

Suppose one wants to apply a convolution on a double-type 2D image with dimensions img.Dim() and with a double-type kernel krn with known dimensions 9 × 9 where the kernel center is exactly in the middle. One instantiates such algorithm object using
FIRFilterDirect<Convolve, double, 2> conv2D(
    img.Dim(), Vect<int,2>(4), Vect<int,2>(4), Cyclic);

The dimensions of the image and the kernel determine whether it is best to use
the Fourier or direct implementation. A runtime decision whether to use a direct
or Fourier implementation for convolution can be taken as follows

    // determine what is the best method --> store in bestMethod
    FIRFilterBase<double, 2>* conv2Dp;
    if(bestMethod == ConvDirect)
        conv2Dp = new FIRFilterDirect<Convolve, double, 2>(...);
    else // fourier
        conv2Dp = new FIRFilterFourier<Convolve, double, 2>(...);

    // calculate a 2D convolution. At this point,
    // we do not care which method is used to calculate this.
    conv2Dp->Calculate(outArray, img, krn, Vect<int,2>(4));

If we want to use a complex-valued kernel, i.e. type complex<double>. We can use

    FIRFilterDirect<Convolve, double, 2, complex<double>> conv2D(...);

Here, the OutType is determined automatically. One can override this automatic
determination by specifying another additional argument, e.g.

    FIRFilterDirect<Convolve, float, 2, complex<float>,
        complex<double>> conv2D(...);

which ensures that the output has double precision while the input image and
kernel have single precision.

Dilation and erosion on 2D images can be obtained by using the MaxPlusAlgebra
resp. MinMinusAlgebra

    FIRFilterDirect<Convolve, double, 2, double, double,
        MaxPlusAlgebra> dilate2D(...);
    FIRFilterDirect<Correlate, double, 2, double, double,
        MinMinusAlgebra> erode2D(...);

where Convolve and Correlate are chosen such that the objects adhere to the
most common definition of these operations.

It is possible to form illegal combinations of template parameters. For instance,

    FIRFilterDirect<Convolve, complex<double>, 2, double,
        complex<double>, MaxPlusAlgebra> dilate2D(...);
is mathematically not defined. This will lead to compiler errors. For instance Microsoft Visual C++ 2008 Express renders the following error

    error C2676: binary '<' : 'const std::complex<double>' does not define this operator or a conversion to a type acceptable to the predefined operator

This error makes clear that instantiating this type of FIR filter is conceptually wrong: no operator “<” is defined for complex numbers.

The implementation of the FIR filters can be applied in even more general cases. We can define a new data type MyType. If we have sensible definitions for multiplication and addition for MyType, we just need to implement the following two functions

    inline MyType operator*(const MyType& t1, const MyType& t2);
    inline MyType operator+(const MyType& t1, const MyType& t2);

Now we can simply instantiate a FIRFilterDirect on this type, i.e.

    FIRFilterDirect<Convolve, MyType, 2> MyConvolver(...);

8.4.2 Implementational Details

Above, we only described the *interface* of the FIR filter classes. In this subsection we will provide more details on the programming paradigms that are used to implement the FIR filter classes such that they offer this optimal flexibility and efficiency.

8.4.2.1 Filter Method and Algebra

The first template parameter of FIRFilterDirect and FIRFilterFourier is FilterMethod. This must be either Correlate or Convolve. In fact, these two keywords represent *structs* containing a number of simple *static inline* functions, for example

    struct Correlate {
        template<typename T>
        static inline T& KernelIterIncrease(T &p)
        { return (++p); }
        // ... more static inline functions
    };

    struct Convolve {
        template<typename T>
        static inline T& KernelIterIncrease(T &p)
We see that both Correlate and Convolve contain a rather trivial function to “increase” an iterator or pointer to a kernel. For both correlation and convolution, the FIR filter function Calculate is the same piece of code, which consistently uses FilterMethod: :KernelIterIncrease(...) to increase the iterator of the FIR filter kernel. In the Convolve case, however, increase actually amounts to a decrease, which ensures that the kernel is mirrored in the case of a convolution. Correlate and Convolve contain some more of these “trivial” functions, e.g. to initialize the kernel iterator, and to ensure the boundary conditions are handled in the appropriate way.

The specification of the algebra works in the same way. PlusTimesAlgebra is defined as

```cpp
struct PlusTimesAlgebra
{
    template <typename T>
    static T Add(const T& arg1, const T& arg2)
    { return arg1+arg2; }

    template <typename Tout, typename Timg, typename Tkrn>
    static Tout Multiply(const Timg& img, const Tkrn& krn)
    { return img*krn; }

    // property : a == Add(IdentityValue(), a)
    template <typename T>
    static T IdentityValue()
    { return 0; }

    // property : a == Add(a, KernelIdentityValue())
    template <typename T>
    static T KernelIdentityValue()
    { return 0; }
};
```

For dilation MinMinusAlgebra is defined as

```cpp
struct MinMinusAlgebra
{
    template <typename T>
    static T Add(const T& arg1, const T& arg2)
    { return std::min(arg1, arg2); }

    template <typename Tout, typename Timg, typename Tkrn>
    static Tout Multiply(const Timg& img, const Tkrn& krn)
    { return img*krn; }
};
```
where \texttt{IdentityValue} in theory should return an infinite value for this algebra, which is approximated by \texttt{std::numeric_limits<T>::max()}, i.e. the highest value that data type \texttt{T} can contain. Algebra \texttt{MaxPlusAlgebra} is defined in analogous way.

### 8.4.2.2 Determining the Output Type

The next interesting question is how \texttt{FIRFilterOutputTrait} is defined, which is a template \textit{metafunction} that “calculates” at compile-time what output type should come out. This is achieved as follows

```cpp
// on default, IfThenElseType<Cond, T1, T2>::Type == T1
template <bool Condition, class T1, class T2>
struct IfThenElseType
{
    typedef T1 Type;
};

// template specialization for Cond == false, return type T2
template <class T1, class T2>
struct IfThenElseType<false, T1, T2>
{
    typedef T2 Type;
};

// heuristic automatic determination of OutType
template<typename ImgType, typename KrnType>
struct FIRFilterOutputTrait
{
    typedef typename IfThenElseType<
        /* if */ sizeof(KrnType)<sizeof(ImgType),
        /* then */ ImgType,
        /* else */ KrnType>
        ::Type OutType;
};
```

Above, \texttt{IfThenElseType} is a metafunction that returns either type \texttt{T1} or type \texttt{T2} depending on condition \texttt{Cond}. Subsequently, \texttt{FIRFilterOutputTrait} uses the heuristic assumption that the output type \texttt{OutType} must be either equal
to `ImgType` or `KrnType` depending on which one is larger. For example, since `sizeof(complex<double>) > sizeof(double)`, the output type should be `complex<double>`.

### 8.4.2.3 Fourier Spectrum Multiplication and Complex Numbers

Another interesting feature can be found in `FIRFilterFourier`. A real-valued dataset renders a half Fourier spectrum, since it is redundant to store a full spectrum in that case. If `KrnType` and `ImgType` are both real-valued or both complex-valued one can apply a multiplication of a half Fourier spectrum resp. full Fourier spectrum, which amounts to multiplying all elements of two `MultiArrays`. However, if `KrnType` and `ImgType` have different types, we need to multiply a full and a half spectrum. For this purpose, the library contains a `algorithm object` `FourierSpectrumMultiplier` that takes two boolean template values specifying whether the image resp. the kernel are real-valued, i.e.

```cpp
template<bool ImgIsComplex, bool KrnIsComplex> 
struct FourierSpectrumMultiplier 
{
    template<class OutSpectrumType, class ImgSpectrumType, class KrnSpectrumType>
    static void Calculate(
        OutSpectrumType& OutSpectrum,
        const ImgSpectrumType& ImgSpectrum,
        const KrnSpectrumType& KrnSpectrum );
    {
        Multiply(OutSpectrum, ImgSpectrum, KrnSpectrum);
    }
};
```

Next we need two specializations for the mixed cases.

```cpp
template<> 
struct FourierSpectrumMultiplier<false, true> 
{ /* specialized implementation of Calculate */
    for full+half spectrum multiplication */
};
```

```cpp
template<> 
struct FourierSpectrumMultiplier<true, false> 
{ /* specialized implementation ... */ }
```

The algorithm `FIRFilterFourier` contains the following code to multiply spectra.

```cpp
FourierSpectrumMultiplier<
    NumberTraits<ImgType>::ComplexValued,
```
NumberTraits<KrnType>::ComplexValued >:: Calculate(fourierProductBuf, fourierImgBuf, fourierKrnBuf);

where NumberTraits<T>::ComplexValued is a static boolean value that is true if type T is complex-valued. NumberTraits is a so-called traits class [129] that we implemented to obtain useful information on numeric types. For instance, the complex type corresponding to T can be obtained by NumberTraits<T>:: ComplexType. This means that

\[
\text{NumberTraits<double>::ComplexType} = \text{NumberTraits<complex<double> >::ComplexType} = \text{complex<double>}
\]

This is useful to deduce the type of a Fourier transformed dataset. Analogously, NumberTraits<T>::RealType gives the corresponding real-valued type. NumberTraits<T> also contains static functions Conjugate, Real, Imag which are not only applicable on complex-valued types (which is the case for the STL equivalent functions conj, real, and imag) but also have sensible definitions for real-valued types. This makes the coding of algorithms that work for both complex-valued and real-valued data much easier.

### 8.5 The Mathlink interface

We use Mathlink to make all MathVisionC++ functionality accessible from Mathematica. However, Mathlink has some disadvantages.

1. Data transfers are required from Mathlink-functions in C / C++ to the Mathematica kernel and vice versa, see Figure 8.2. This consumes a significant amount of time when working with large datasets

2. The provided Mathlink C interface is inconvenient to work with. The interface is too low-level and using it directly requires a lot of code duplication.

In this section we will describe our solutions to these problems. Our Mathlink caching mechanism is described in Subsection 8.5.1 and the C++ MathLinkIO class is described Subsection 8.5.2.

#### 8.5.1 Caching Mechanism

To reduce Mathlink transfer overhead we designed a caching-on-demand system to keep data in MathVisionC++ instead of transferring it back. Figure 8.3 shows
Figure 8.2: Illustration of calling a Mathlink function \texttt{MLFunction} from Mathematica. The data is transported over the Mathlink interface, either over a TCP/IP connection or using direct memory copying. The result has to be transported again. If \texttt{data} and \texttt{/} or the return data are large, this causes a lot of transfer overhead.

Figure 8.3: Example of caching data from Mathematica and using it in a Mathlink function call. See text (Subsection 8.5.1) for details.

Figure 8.4: Example of caching the result of a Mathlink function instead of transferring it back to Mathematica. See text (Subsection 8.5.1) for details.
how data can be cached and used. The function \texttt{MLCache} transfers data to MathVisionC++, where the data is stored in a caching table. A unique identifier is assigned to the data, and is returned as \texttt{MLCacheId[id]}, which can be regarded as a reference to the data. The head \texttt{MLCachId} allows to recognize cached objects and deal with them transparently. That is, all \texttt{ML}-functions in MathVisionC++ can transparently be called with actual data as well as with cached data. This way of pre-caching data is useful if the same data is needed for multiple \texttt{ML}-function calls, i.e.

\begin{verbatim}
result1 = MLFunction1[mldata];
result2 = MLFunction2[mldata];
result3 = MLFunction3[mldata]; (* and so on ... *)
\end{verbatim}

In the example of Figure 8.3, the return data still need the data to be transferred. However, Figure 8.4 shows that the \texttt{MLCache} can be used as well to wrap around an \texttt{ML}-function call. In this way, the result of \texttt{MLFunction} is stored in the cache table and an \texttt{MLCacheId} is returned. This is useful when \texttt{ML}-function calls are nested, i.e.

\begin{verbatim}
result1 = MLCache[MLFunction1[mldata]];
result2 = MLCache[MLFunction2[result1]];
result3 = MLCache[MLFunction3[result2]]; (* and so on ... *)
\end{verbatim}

All arrays containing numerical data that Mathematica can store as \textit{packed arrays} can currently be cached using this system.

MathVisionC++ includes some additional Mathematica functions for controlling the cache

- \texttt{MLRemove} and \texttt{MLRemoveAll} - to clear the cache;
- \texttt{MLCacheInfo} to obtain information on the stored elements;
- \texttt{MLReplace[id, expr]} to replace the data to which \texttt{id} (which should be an \texttt{MLCacheId}) points by \texttt{expr}. This is useful to prevent memory leaks in the cache when calling \texttt{MLCache} multiple times.

We will provide a usage example. First, we load the package and create an arbitrary random kernel and image.

\begin{verbatim}
<<MathVisionCpp`
In[2]:= img=Array[Random[],{16,16}];
   krn=Array[Random[],{5,6}];
\end{verbatim}

We cache this data and both cached objects get their own unique identifier.

\begin{verbatim}
In[3]:= mlimg = MLCache[img]
\end{verbatim}
Now we use these cached objects to do a list convolution using `MLListConvolve`, which is the MathVisionC++ equivalent to `ListConvolve`. However, suppose we make a typing mistake (underlined)

```mathematica
In[5]:=
mlresult = MLCache[MLListConvolve[mlkrn, mlomg, {3, 3}]]
```

MathVisionCpp::invalidparams: Invalid parameter types used. Function aborted.

```mathematica
```

Notice that MathVisionC++ returns a clear error message specifying what goes wrong. `MLInvalidArgumentNumber[2]` specifies that the second argument is wrong, which makes debugging easier. This behavior is far more convenient for the user compared to the standard behavior of Mathematica, which proceeds the calculations symbolically without any error message.

We remove the typing mistake, yielding

```mathematica
In[6]:=
mlresult = MLCache[MLListConvolve[mlkrn, mlimg, {3, 3}]]
```

```mathematica
```

If we now view the cache, we see that it contains these two datasets

```mathematica
In[7]:=
MLCacheInfo[]
```

```mathematica
Out[7]= {{MLCacheId[1], {16, 16}, {List, List}, RealArray},
         {MLCacheId[2], {5, 6}, {List, List}, RealArray},
         {MLCacheId[3], {16, 16}, {List, List}, RealArray}}
```

Now we can transport the result back to Mathematica.

```mathematica
In[8]:=
result = MLGet[mlresult]; Dimensions[result]
```

```mathematica
Out[8]= {16, 16}
```

When we want to reuse the variable `mlimg` and `mlresults` it is convenient to use `MLReplace`, which ensures no memory leak does occur.

```mathematica
In[9]:=
MLReplace[mlimg, Array[Random[], {100, 80}]];
MLReplace[mlresult, 
        MLListConvolve[mlkrn, mlimg, {3, 3}];
```

```mathematica
MLCacheInfo[]
```

```mathematica
Out[9]= {{MLCacheId[1], {100, 80}, {List, List}, RealArray},
         {MLCacheId[2], {5, 6}, {List, List}, RealArray},
         {MLCacheId[4], {100, 80}, {List, List}, RealArray}}
```

Note that `MLReplace` may also be called if the first argument is previously not used. In that case the behavior of `MLReplace[a, b]` is exactly similar to `a = MLCache[b]`.

The benefits of caching concerning speed are evaluated for some case studies in Section 8.6.
8.5.2 A Mathlink C++ class

To make writing the Mathlink interface functions in C++ less cumbersome compared to the standard C Mathlink interface, we designed class MathLinkIO as convenient C++ interface for Mathlink.

An instance of this class can be constructed to start communication via Mathlink. The default constructor will use stdlink, which is the standard Mathlink connection, but if desired a different Mathlink connection can be specified. The most important function in MathlinkIO are the Get(...) and Return(...) functions, that are overloaded for many different standard data types in order to easily transfer all these data types from and to Mathematica. These functions also transparently handle caching and data type conversion. If MathlinkIO.Get(...) obtains an MLCacheId[...] instead of true data it will obtain the data from the internal caching table instead. Furthermore, MathlinkIO.Return(...) will store the result in the cache rather than returning it, if an internal flag cache_return is set. This flag is automatically set and reset by the Mathematica functions MLCache and MLReplace, which are internally implemented differently for the usage cases of Figure 8.3 resp. Figure 8.4.

If a Get function obtains wrong argument types from Mathematica, for instance if it is supposed to store the result in a MultiArray<double,2> while the array supplied in Mathematica is three-dimensional, an MLErrorType object is thrown by MathLinkIO. The catch block sends an error message to Mathematica. The same try-catch-throw mechanism is used for any other Mathlink error that can occur.

Below we show an example in C++. MLSquareImage is a Mathlink function to square a two-dimensional array componentwise.

```cpp
#include<mathvisioncpp/datatypes/multiarray.hpp>
#include<mathvisioncpp/inputoutput/mathlink_io/mathlink_io.hpp>
using namespace MathVisionCpp;

/* MPREP
 :Mathematica: MLSquareImage[image_]
 */
void MLSquareImage()
{
  IO::MathLinkIO mma;
  try {
    MultiArray<double,2> image;
    mma.Get(image, true); // true = in-place-processing
    image *= image;
    mma.Return(image);
  }
  catch (IO::MLErrorType& i)
```
Note the /*MPREP ... */ comment block. This is not just a comment, but an indicator for mprepprep, a small tool that we developed to automatically generate mprep files from the C++ code (see [101] for an explanation of mprep and MathLink). That is, in the example above the following mprep input file is created by mprepprep:

```plaintext
:Begin:
:Function: MLSquareImage
:Pattern: MLSquareImage[image_]
:Arguments: {image}
:ArgumentTypes: {Manual}
:ReturnType: Manual
:End:
```

## 8.6 Examples

All examples in this section were run on the bigmath2 machine, which has the following specifications: 4 Dualcore Opteron 2.2Ghz CPUs, 64GB of RAM, CentOS Linux, Mathematica 6.02, and Gcc (GNU C/C++ compiler) version 4.1.2. The examples will demonstrate: Speed difference between MathVisionC++ and Mathematica / MathVisionTools, and benefits of using Mathlink caching.

### 8.6.1 Gradient Magnitude of a 3D Image

In Mathematica using MathVisionTools, calculating the gradient magnitude of an image can be done as follows:

```plaintext
img = MLLoadArray["UltraSoundImage.mva"];
gradient = Transpose[GaussianDerivative[Sequence@@
    Transpose[{{20.,10.,16.}, RotateRight[{0,0,1},#]}],
    Method->Convolve][img] @@ Range[3]],{4,1,2,3}];
gradmag = Map[Norm, gradient, {3}];
```

Here, **MLLoadArray** is an import function to load the MathVisionC++ multi-dimensional array file format, a file format that can store any MultiArray in an efficient way. The implementation in C++ using MathVisionC++ is:

```plaintext
MultiArray<double, 3> img, gradmag;
MultiArray<double, 4> gradient;
LoadMultiArray("UltraSoundImage.mva", img);
```
Table 8.1: Timing results in seconds for gradient magnitude calculation on bigmath2 using single-threaded code on an image with size $171 \times 100 \times 195$ and scales $t_x = 20$, $t_y = 10$, $t_z = 16$ and using the same kernel truncation criterion.

<table>
<thead>
<tr>
<th></th>
<th>Direct</th>
<th>Fourier</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mathematica</td>
<td>13.6 s</td>
<td>34.1 s</td>
</tr>
<tr>
<td>MathVisionC++</td>
<td>2.9 s</td>
<td>3.3 s</td>
</tr>
</tbody>
</table>

CalculateGaussianDerivativeJet(gradient, img, Vect3(20., 10., 16.), 1, 1, Cyclic, ConvDirect);
Map_<1>(Norm<2>(), gradmag, gradient);

Table 8.1 shows the timing results of these two implementations, for the case of convolution via the Fourier domain and direct convolution. Surprisingly, especially the Fourier method is much faster, which is probably because of the FFTW library, which is known to contain very efficient implementations of the FFT algorithm.

### 8.6.2 Gaussian Derivative-at

In this example, we show the advantage of Mathlink caching. We use the MathVisionC++ library from within Mathematica and compare the speed to MathVisionTools. “Gaussian derivative-at” is a function that calculates a single Gaussian derivative at a single scale space position (i.e. a position and a single scale). When estimating optic flow using top points [30] [77] a lot of Gaussian derivative-at calculations take place on the same 2D+time image. Table 8.2 shows timing results of the MathVisionTools implementation GaussianDerivativeAt versus the MathVisionC++ implementation MLGaussianDerivativeAt, showing that the MathVisionC++ implementation is much times faster than the MathVisionTools implementation. Furthermore, it shows that when not using Mathlink caching, a tremendous amount of time gets lost in transferring data.

For the optic flow case, another solution is to let MLGaussianDerivativeAt accept a list of scale space coordinates rather than only a single one. However, Gaussian derivative-at is also commonly used in iterative procedures e.g. to refine top points [112], so if one wants the main iteration to be programmed in Mathematica, caching is beneficial.

### 8.6.3 Interpolation

Many functions in MathVisionC++ are faster than built-in Mathematica functions. For example, in Mathematica, linear interpolation of a list of points on an
### Table 8.2: Timing results in seconds for Gaussian derivative-at on bigmath2 using single-threaded code on a 3D dataset with dimensions $200 \times 200 \times 10$ for four commonly used boundary conditions. Timings are based on an average of 500 Gaussian derivatives with random scales between $t = 3$ and $t = 50$ and random derivative orders between 0 and 3, which is a realistic distribution of Gaussian derivative-at parameters when used in the optic flow method.

<table>
<thead>
<tr>
<th>Boundary Conditions</th>
<th>MathVisionTools</th>
<th>MathVisionC++</th>
</tr>
</thead>
<tbody>
<tr>
<td>Truncate</td>
<td>0.43 s</td>
<td>0.0010 s</td>
</tr>
<tr>
<td>Cyclic</td>
<td>0.14 s</td>
<td>0.0018 s</td>
</tr>
<tr>
<td>Reflective</td>
<td>0.24 s</td>
<td>0.0019 s</td>
</tr>
<tr>
<td>Constant</td>
<td>0.24 s</td>
<td>0.0017 s</td>
</tr>
</tbody>
</table>

### Table 8.3: Timing results in seconds for linear interpolation on bigmath2 using single-threaded code on a 512 x 512 image for 1000000 interpolations.

<table>
<thead>
<tr>
<th>Library</th>
<th>Total calculation time (including transfer)</th>
<th>Total transfer time</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mathematica</td>
<td>8.8 s</td>
<td>-</td>
</tr>
<tr>
<td>MathVisionC++</td>
<td>2.5 s</td>
<td>0.8 s</td>
</tr>
</tbody>
</table>

image $\text{img}$ is achieved by

```math
\text{imgintMma} = \text{ListInterpolation}[\text{img}, \text{InterpolationOrder} \to 1]
\text{results} = \text{imgintMma}@@\{(x_1,y_1),(x_2,y_2),\ldots\}
```

Using MathVisionC++ a new function is available to do the same

```math
\text{imgintCpp} = \text{MLNewBSplineInterpolator}[\text{mlimg}, 1]
\text{results} = \text{MLBSplineInterpolatedValue}[\text{imgintCpp},
\quad \{(x_1,y_1),(x_2,y_2),\ldots\}]
```

Table 8.3 shows the timing results. Clearly, MathVisionC++ is much faster, and despite the Mathlink transfer overhead, we can still take advantage of this speed in Mathematica.

### 8.7 Conclusions

We introduced MathVisionC++: a C++ library for image processing. The major difference with other C(++) libraries is that it provides much more flexibility concerning any-dimensionality of the data and more mathematically-oriented functions. In that sense, “image processing library” might not be covering the whole scope of the library, a better term is “multi-dimensional signal processing library”. Since we widely use template programming, the library is designed to be extremely generic and flexible, without paying the price for speed as is usually
paid for genericity, for instance in Mathematica. A lot of the C++ implemen-
tations prove to be faster than their Mathematica counterparts.

We provide a full interface to Mathematica, to take advantage of strengths of
both Mathematica and C++. For this purpose we created a C++ interface to
Mathlink that is far more convenient than the standard C interface. The included
caching mechanism allows for a large Mathlink transfer overhead reduction. We
emphasize, however, that the MathVisionC++ library is not only useful together
with Mathematica. It is perfectly suitable to develop full-C++ image processing
applications. Furthermore, we could easily provide interfaces to other programs,
such as Matlab.

Because of the generic design patterns we expect that MathVisionC++ can pro-
vide a good basis for both future image processing research and advanced image
processing applications.
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Albert Einstein (1879–1955)

Summary and Future Research
9.1 Enhancement of Crossing Elongated Structures in Images (Summary)

The enhancement of structures in noisy image data is relevant for many (bio)medical imaging applications. Existing generic image processing methods cannot appropriately handle elongated structures that cross each other. In this thesis we propose to solve this problem by using so-called orientation scores of images.

The basics of orientation scores are introduced in Chapter 2. A two-dimensional image is convolved with a rotating anisotropic filter kernel, resulting in an orientation score, which is a three-dimensional dataset where orientation is the third dimension. By ensuring that all rotated filters together cover all relevant frequencies, this transformation is made invertible.

Orientation scores can be considered as functions on the Euclidean motion group $SE(2)$. This observation makes it possible to map many well-known image processing algorithms to the orientation score domain $SE(2)$. In this thesis we construct operations on orientation scores, for the purpose of enhancing the corresponding image via its orientation score. We provide an explanation of the necessary Lie group theory that we subsequently need to derive a few useful theoretical results. Firstly, we show that if the effective operations on the image are required to be rotation invariant and translation invariant, which is usually desirable, the corresponding operation in the orientation score should be left-invariant. Therefore we ensure that all subsequent operations on orientation scores are left-invariant, and we start with the derivation of left-invariant partial derivatives. Secondly, we briefly introduce the differential geometry on $SE(2)$, which is important to describe local structures in the orientation score. We introduce the exponential curves in $SE(2)$, which are shown to be spirals in $SE(2)$ that are equivalent to straight tangent lines in $\mathbb{R}^n$. Thirdly, we introduce left-invariant diffusion equations and convection-diffusion equations in $SE(2)$.

Subsequently, in Chapter 3 we aim at linear operations on orientation scores by studying the $SE(2)$-convolution in more detail. We show that we can implement such convolutions using steerable filters, leading to more efficient implementations if the $SE(2)$-kernel is sufficiently angularly bandlimited. We also establish the relation between steerable $SE(2)$-convolutions and the Fourier transform on $SE(2)$, which makes apparent that our steerable $SE(2)$-convolution is faster since a number of unnecessary calculations are omitted. Finally, it is demonstrated how $SE(2)$-convolutions can be used to calculate stochastic completion fields for the purpose of line completion.

In Chapter 4, we explain that $SE(2)$-convolutions can be applied to tensor image processing methods as well, which is derived for tensor voting and structure tensor methods. We propose to calculate the tensor voting operation in a steer-
able way, which is more efficient if tensor voting is applied on dense input data. Furthermore, we investigate the application of steerable tensor voting on electrophysiology catheter extraction, resulting in an increased extraction performance.

To compute well-posed left-invariant derivatives in orientation scores, we discuss the need for regularized left-invariant derivatives in Chapter 5, where left-invariant diffusion is the logical choice to use for the regularization. For the special case of spatially isotropic diffusion on $SE(2)$, we can use the implementations of ordinary Gaussian derivatives. In the other cases, we propose to calculate the regularization and the derivatives numerically. We use the regularized derivatives to estimate descriptive local features in orientation scores: curvature, deviation from horizontality, and orientation confidence. These features are estimated by finding the exponential curve that optimally fits to the local orientation score data. This optimal fit is found by using the left-invariant Hessian on the orientation score. The results show that the feature estimation works quite well and improves other approaches.

In Chapter 6 we use the results of the previous chapters to develop a nonlinear coherence-enhancing diffusion method for curve enhancement in images via orientation scores. The diffusion process is controlled by the estimated local features. We propose two explicit numerical schemes to operationalize this nonlinear diffusion process. The first scheme uses finite differences on the sampling grid, which is best concerning speed, and the second one uses interpolated left-invariant finite differences, which is best concerning rotation invariance. The coherence-enhancing diffusion method clearly enhances elongated structures while preserving crossing structures. This is a beneficial property for many biomedical applications, as is demonstrated on microscopy images of collagen fibres, muscle cells, and bone tissue.

Besides orientation scores of 2D images, we also investigate orientation scores of 3D images. In Chapter 7, all basic theory is mapped to the 3D case. However, one of the complicating factors is that most 3D orientation scores are not functions on the entire group $SE(3)$, but rather on a coset space of the group. We discuss basic implementations of 3D orientation score algorithms and we show that these algorithms can be applied to diffusion tensor imaging (DTI) data and especially high angular resolution diffusion imaging (HARDI) data.

Finally, the development of a mathematically-oriented image processing library in C++ is described in Chapter 8. This library is intended to be applicable to many image processing research projects and applications. By extensive use of C++ template constructions, the library is designed to be as generic and flexible as possible while at the same time computationally efficient. Furthermore, to combine the advantages of both C++ and Mathematica, the C++ library can be used conveniently in conjunction with Mathematica in an efficient way using a Mathlink caching scheme. The algorithms described in this thesis are incorporated into this library.
9.2 Future Research

In this final section we discuss potentially interesting topics for future research related to the work described in this thesis.

This thesis focussed on enhancement of elongated structures. Next to enhancement, orientation scores also provide a useful framework for curve detection, which is often demanded, for instance for vessel tree segmentation. It is an interesting branch of further research to develop detection methods using orientation scores, which take advantage of the enhancement capabilities of the algorithms described in this thesis, in order to improve the performance compared to traditional detection approaches.

Furthermore, it would be of interest to make scale an explicit dimension as well, to improve enhancement of images with both thin and thick line structures, for instance retina images [126]. A 2D image will render a 4D scale-orientation score, which is a function on the similitude group.

Due to the noncommutative structure of the Lie algebra of $SE(2)$, applying diffusion in the orientation dimension also leads to some diffusion in the direction orthogonal to elongated structures. This can leads to undesired blurring of elongated structures. The introduction of a “thinning” mechanism to counteract for blurring orthogonal to line structures is a promising approach to obtain sharper results. Such thinning mechanisms can be accomplished by adaptive morphological operations on orientation scores, which amount to adding adaptive convection terms to the partial differential equation being solved. A challenging topic in this case is the development of numerical schemes for the nonlinear convection part.

Finally, many (bio)medical applications demand orientation scores of 3D images. Therefore, it is definitely worthwhile continuing research on 3D orientation scores, for which Chapter 7 of this thesis is a starting point. Practically oriented research might include the application of the methods on real HARDI data and the development of efficient implementations of $SE(3)$-convolutions and $SE(3)$-diffusions, either on CPU, GPU, or FPGA. More theoretical research topics include the derivation of analytic formulas of Green’s functions for diffusion (and convection) equations on $SE(3)$. 
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Samenvatting

Voor veel medische en biomedische applicaties is het verbeteren van de zichtbaarheid van langgerekte structuren in ruizige beelden van groot belang. De huidige algemeen toepasbare methoden in de beeldbewerkingsliteratuur hebben echter problemen met het verwerken van *kruisende* langgerekte structuren. In dit proefschrift stellen we voor om dit probleem op te lossen door gebruik te maken van zogenaamde oriëntatie partituren. Het idee hiervan is dat de verschillende oriëntaties in het beeld worden gescheiden zodat ze onafhankelijk van elkaar behandeld kunnen worden. Een oriëntatie partituur van een twee-dimensionaal beeld is dus een drie-dimensionale ruimte, waarin de oriëntatie de derde dimensie vormt. Door ervoor te zorgen dat uit de oriëntatie partituur het originele beeld kan worden gereconstrueerd, kunnen we een beeld verbeteren of analyseren via de oriëntatie partituur van het beeld.

In Hoofdstuk 2 wordt de noodzakelijke wiskunde met betrekking tot oriëntatie partituren geïntroduceerd. We beschrijven hoe een oriëntatie partituur wordt geconstrueerd door een twee-dimensionaal beeld te convolueren met een roterende anisotrope filter-kernel. De transformatie is inverteerbaar indien alle geroteerde filter-kernels samen alle relevante frequentie componenten bevatten. Oriëntatie partituren kunnen worden beschouwd als functies op de Euclidische bewegingsgroep, genoteerd als SE(2). Deze observatie maakt het mogelijk om veel bekende methoden in de beeldbewerking te “vertalen” naar het domein SE(2) van een oriëntatie partituur. Om correcte operaties te definiëren op oriëntatie partituren dient de SE(2)-groepsstructuur in acht genomen te worden. We geven daarom een korte introductie in de Lie groepen theorie en tonen vervolgens aan dat als de effectieve operaties op een beeld *translatie- en rotatie-invariant* moeten zijn, hetgeen meestal wenselijk is, de corresponderende operatie op de oriëntatie partituur *links-invariant* dient te zijn. Derhalve zorgen we ervoor dat alle operaties links-invariant zijn en beginnen we met de afleiding van links-invariante partiële afgeleiden. Daarna introduceren we kort de differentiaalgeometrie op SE(2), die belangrijk is om lokale structuren in oriëntatie partituren te beschrijven. We introduceren exponentiële curven in SE(2), en laten zien dat dit spiraal zijn die equivalent zijn aan rechte lijnen in een Euclidische ruimte R^n. Tenslotte introduceren we links-invariant diffusievergelijkingen en convectie-diffusievergelijkingen voor functies op SE(2), waarop de meeste bewerkingen op oriëntatie partituren in dit proefschrift zijn gebaseerd.

In Hoofdstuk 3 beschouwen we vervolgens lineaire links-invariante operaties op oriëntatie partituren. Deze subklasse van operaties kan door middel van de SE(2)-convolutie worden geoperationaliseerd. We laten zien dat een dergelijke convolutie kan worden uitgevoerd door middel van *stuurbare filters*. Dit leidt tot efficiëntere implementaties indien de SE(2)-filter-kernel voldoende bandbegrond is met betrekking tot de hoek. We leiden ook het verband af tussen stuurbare SE(2)-
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convoluties en de Fourier transformatie op $SE(2)$. Hiermee laten we zien dat de voorgestelde implementatie voor stuurbare $SE(2)$-convoluties sneller is omdat een aantal berekeningen niet hoeft te worden uitgevoerd. Tenslotte demonstreren we hoe $SE(2)$-convoluties gebruikt kunnen worden om stochastische completeringsvelden te berekenen ten behoeve van het completeren van onderbroken lijnen in beelden.

In Hoofdstuk 4 leggen we uit dat $SE(2)$-convoluties ook kunnen worden toegepast bij de bewerking van tensor-waardige beelden. De verbanden met de tensor voting methode en de structuur tensor worden expliciet vastgesteld. Verder stellen we een methode voor om tensor voting op een stuurbare manier uit te voeren, hetgeen efficiënter is als tensor voting op dense data wordt uitgevoerd. Tenslotte bekijken we de toepassing van stuurbare tensor voting op de detectie van electrofysiologie catheters, hetgeen resulteert in in verbeterde resultaten.

Om goed-gestelde links-invariante afgeleiden in oriëntatie partituren de berekenen, stellen we in Hoofdstuk 5 voor om dergelijke afgeleiden te construeren door links-invariante diffusie voor de regularisatie te gebruiken. In het speciale geval van spatiaal isotrope diffusie kunnen we de implementatie van gewone Gaussische afgeleiden gebruiken. In andere gevallen is de meest praktische benadering om de benodigde $SE(2)$-convolutie-kernel numeriek te berekenen. We gebruiken de geregulariseerde afgeleiden om beschrijvende lokale eigenschappen in oriëntatie partituren te meten: kromming, afwijking van horizontaliteit, en georiënteerdheid. Deze eigenschappen worden geschat door de exponentiële curve te vinden die het best past bij de lokale structuur in de oriëntatie partituur. Deze optimale pasvorm wordt gevonden middels de links-invariante Hessiaan op de oriëntatie partituur. De resultaten tonen aan dat de meting van de lokale eigenschappen goed werkt en andere methoden verbetert.

In Hoofdstuk 6 gebruiken we de resultaten van de voorgaande hoofdstukken om een niet-lineaire coherentie-verbeterende diffusie methode te ontwikkelen voor het verbeteren van de zichtbaarheid van langgerekte structuren in beelden via oriëntatie partituren. Het diffusie proces wordt aangestuurd door geschatte lokale eigenschappen in de oriëntatie partituur. We beschrijven twee expliciete numerieke schema’s om het niet-lineaire diffusie process te operationaliseren. Het eerste schema gebruikt eindige differenties direct op het bemonsteringsrooster, hetgeen leidt tot een snel algoritme. Het tweede schema, gebruikt geïnterpoleerde links-invariante eindige differenties, hetgeen beter is met betrekking tot rotatie-invariantie. Onze methode maakt langgerekte structure beter zichtbaar terwijl kruisingen behouden blijven. Dit is een voordeel voor veel biomedische applicaties, zoals wordt gedemonstreerd op microscopie beelden van collageen vezels, spiercellen en botweefsel.

Naast oriëntatie partituren van 2D beelden, onderzoeken we ook oriëntatie partituren van 3D beelden. In Hoofdstuk 7 wordt alle theorie “vertaald” naar het 3D geval. Echter, een van de complicerende factoren is dat de meeste 3D oriëntatie
partituren in de praktijk geen functies zijn op de gehele 3D Euclidische bewegingsgroep, maar enkel op een ruimte van nevenklassen van deze groep. Dit zorgt ervoor dat we extra zware eisen moeten opleggen aan de operaties die we mogen uitvoeren op de 3D oriëntatie partituur. Tenslotte beschrijven we eenvoudige implementaties voor 3D oriëntatie partituur algoritmes en tonen aan dat deze algoritmes kunnen worden toegepast high-angular resolution diffusion imaging (HARDI) beelden.

Tenslotte beschrijven we in Hoofdstuk 8 de ontwikkeling van een wiskundig georiënteerde beeldbewerkingsbibliotheek in C++. Deze bibliotheek is ontworpen om naast efficiënt, zo generiek en flexibel mogelijk te zijn. Aangezien in ons onderzoek ook veel gebruik is gemaakt van Mathematica, is het mogelijk gemaakt om de C++ bibliotheek op een eenvoudige en efficiënte manier samen met Mathematica te gebruiken. De algoritmes die in dit proefschrift zijn beschreven zijn in deze bibliotheek ondergebracht.
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